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Abstract— Internet of Things (IoT) systems are inherently built on 
data gathered from heterogeneous sources. In the quest to gather 
more data for better analytics, many IoT systems are instigating 
significant challenges. First, the sheer volume and velocity of data 
generated by IoT systems are burdening our networking 
infrastructure, especially at the edge. The mobility and 
intermittent connectivity of edge IoT nodes are further hampering 
real-time access and reporting of IoT data. As we attempt to 
synergize IoT systems to leverage resource discovery and remedy 
some of these challenges, the rising challenges of Quality of 
Information (QoI) and Quality of Resource (QoR) calibration, 
render many IoT interoperability attempts far-fetched. We survey 
a number of challenges in realizing IoT interoperability, and 
advocate for a uniform view of data management in IoT systems. 
We delve into three planes that encompass Big Sensed Data (BSD)
research directions, presenting a building block for future
research efforts in IoT data management.
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I. INTRODUCTION 

The Internet of Things (IoT) is proliferating on reliable and 
scalable collection of (mostly sensed) data. Meanwhile, the 
growing domain of sensing over smart devices and smart 
vehicles, are all generating an exponentially increasing amount 
of data. The ensuing advent of Big Sensed Data (BSD) is 
generating a number of critical challenges. First, collected data 
is mainly insightful to each deployed network, any “sense-
making” processes to be built upon heterogeneously collected 
data faces significant interoperability problems, exposing
challenges with varying quality, data-labelling inconsistencies, 
inaccuracies, time-sensitivities and different reporting 
granularities. Second, sensing systems inherently adopt a 
collect-and-report model, whereby collected data is 
indiscriminately pushed onto the networking infrastructure, 
regardless of the Quality of Information (QoI) or its value (VoI). 

Not only do we face scalability issues, but establishing 
reliable IoT Services on top of BSD is not attainable over 
inconsistently collected, validated and reported data. Thus, the 
future of Big Data is hampered by the sheer volume of reported 
data, its uncalibrated discrepancies, and worse by the flood of 
redundant and lower quality data. Real-time decision making is 
inherently built on the efficacy of ubiquitous sensing systems, 
not on the aggregation of devices that are isolated in operation 
and management. In a time when important IoT applications 
such as real-time road monitoring, health Informatics and 
emergency services require rapid and scalable access to 
contextual information about patients, mobile crowds and the 
general public, the status quo falls significantly short.

In Figure 1 we present three planes that encompass current 
developments in IoT data management, namely Resources, Data 
and Information planes. Specifically, resources in the bottom 
plane are probed via a number of access schemes (e.g. NFC for 
very short range communication, Bluetooth and ZigBee for 
short range and WiFi for long-range), which then provide crude 
data to the Data plane. At this stage, hierarchical fusion takes 
place in light of reported resource attributes, and across different 
data repositories that collect data from individual sensing 
systems and heterogeneous data sources. Finally, a more broad 
context-based analysis of Quality of Data and Quality of 
Information will aid in fine-tuned data fusion to feed into the 
Information plane. We envision that services will run on top of 
the Information plane having mandated specific thresholds for 
requested QoI indicators. We emphasize the intermediate 
infrastructures required to communicate data (access networks), 
and carry out data fusion and pruning. 

Fig. 1. Big Sensed Data planes for managing IoT data
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II. CHALLENGES IN BSD MANAGEMENT

Recent efforts have been directed at understanding QoI and 
QoR in IoT systems, attempting to encompass a number of 
metrics to calibrate QoI, QoR and QoData. In parallel efforts, 
gateway integration approaches have been presented to 
circumvent device interoperability.  

A. Uniform QoR measurement 
Data is generated and reported by sensing and 

communication resources from heterogeneous devices in the 
IoT. The interplay of “perceived” quality in the context of 
services requesting the data, versus actual QoR metrics that are 
established at the resources plane, is an important yet 
challenging research direction, with many voids to address. 
Ultimately, the goal of a ubiquitous BSD architecture would be 
to aid long-term sensor deployment and soliciting efforts to
reduce the footprint of new sense-making applications. That is, 
if an Information Service requires a pre-determined set of 
functional requirements, we must be able to dynamically assess 
whether the current region of interest has the resources required 
to perform the task, and if they can deliver the required QoD 
mandated by Service Level Agreements (SLAs).  

B. Quality of Data (QoD) calibration
In a perfect world, all data would be obtained from a single 

global-scale homogenous network, and hence QoD calibration 
would be a (rather) straightforward problem. In fact, this is the 
advocacy of major players in the IoT (such as HP and IBM) as 
they each propose to include only their sensors in “intelligent” 
sense making processes. The scale of ubiquity in BSD, and its
potential contributors, mandate a uniform framework for QoD 
calibration despite the heterogeneity of underlying architectures 
or resources. Moreover, in adopting QoD calibration and 
assessment, we must explore the impact on duty cycles and 
contributions of heterogeneous nodes, i.e. actively silence some 
nodes with low QoD output, or simply yield to pruning and 
fusion decisions. Specifically, this research direction must target 
a framework that will prune data as it is pushed forward towards 
data repositories, and aid pruning efforts to send feed-back meta-
data to the resources plane to de-list or relief resources that are 
no longer contributing data that meets current QoD standards. 

We envision that enlisting heterogeneous data sources is at 
the heart of improving information systems that provide services 
using such data. Instead of opting for conforming views of what 
a sensor (or data source) should be, and how to confine data 
sources to less proprietaries, we should aim to capitalize on the 
heterogeneity of these resources as an important tool for 
verification and validation in sensing systems, especially as they 
scale in functionality and coverage. 

C. Convergence with Information Centric Networks
The end product of data in IoT is information; one that we 

hope to push on the Internet to enable further services. The rise 
of Information Centric Networks (ICNs) offer an excellent sink 
for data from IoT systems. We argue that BSD will eventually 
converge with ICNs in their operational mandates, not only as 
an underlying infrastructure. That is, a critical challenge is 
introducing standardized naming schemes for data, regardless of 

the data source, to enable hierarchical data fusion, and uniform 
calibration across the spectrum of reported events. Then, IoT 
services will no longer need to search for data-generating IoT 
systems, but merely depend on data survivability and abundance 
on the ICN infrastructure. 

D. Ontology based data fusion
We must also engage parallel work in different literatures to 

aid the development of BSD frameworks. An untapped area of 
exploration lies in Ontology based data fusion and integration. 
This area has been heavily investigated in Web systems and 
distributed queries (and many other sciences) to categorize and 
describe entities, their interactions and pertinent information. 
Applying Ontology-based fusion in BSD holds great promise as 
it inherently addresses the diversity of heterogeneous data 
sources, and will elicit the variability and properties of data in 
relation to its reporting resource. 
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