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Abstract—With the growing demand on the IoT market and
limited wireless resources, it is essential to fully utilize the
available spectrum by improving the total throughput of the
network. Many MAC protocols for IoT rely on pure ALOHA-
based channel access. Being that these are contention-based the
packet collisions cause a massive drop in both the through-
put and packet delivery ratio. These, protocols are unsuitable
for mission-critical applications which usually require long-
range communication with guaranteed packet delivery and high
throughput. In this paper, we propose a new hybrid scheduling-
based protocol MAC on Time (MoT) that guarantees the delivery
of all uplink packets in the network and addresses most of the
important parameters required by mission-critical applications.
MoT improves the utilization of the bandwidth capacity while
providing deterministic latency and increased throughput when
compared to other IoT MAC protocols. We then designed a
simulator for MoT to allow us to compare its performance against
that of LoRaWAN. This work provides valuable insight on the
performance of both protocols and will aid future research.

Index Terms—IoT; LoRa; LoRaWAN; Sigfox; Symphony Link;
MAC; Deterministic Latency; Throughput; Mission Critical Sys-
tems; Packet Delivery Ratio; Media Access Protocol

I. INTRODUCTION

The Internet of Things (IoT) is used in a multitude of
applications such as monitoring, tracking, and industrial instru-
mentation, thus enabling it for mission-critical applications.
With the critical nature of these applications, increasingly re-
strictive requirements elevate the scale of challenges associated
with wireless communications [1]. These requirements include
guaranteed message delivery, high throughput, long range, and
deterministic latency [2]. Such challenges hinder the network
performance and are distributed among the different layers of
the network architecture, starting with the limitations of the
physical (PHY) layer. A PHY layer defines the maximum bi-
trate and communication range among other network defining
properties. Hence, Mission-critical applications require the use
of a PHY layer that permits such properties. One of the main
physical layer technologies is LoRa [3], which provides an
extended range of coverage with low power consumption at the
cost of limited bitrate. Since mission-critical IoT applications
do not rely on high bitrate [4], LoRa is considered to be one of
the most suitable PHY layer technologies for such applications
[5].

Medium access control (MAC) has been at the center
of attention recently to address the primary requirements
of guaranteed delivery. Multiple MAC layer protocols have

been proposed that work on top of a LoRa PHY layer, such
as LoRaWAN [6], and Symphony Link [7]. Each protocol
promises a Low Power Wide Area Network (LPWAN) how-
ever, each has shortcomings when it comes to mission-critical
applications. LoRaWAN is contention-based, and absolute
packet delivery is not guaranteed, rendering it unsuitable for
mission-critical application. Symphony Link, is a synchronous
protocol, but it employs a very restrictive environment that
hinders its performance in a mission-critical environment. To
address these shortcomings we developed MoT, a new MAC
layer protocol built on top of a LoRa PHY layer. MoT is a
centralized synchronous protocol that improves the bandwidth
capacity four times beyond that of LoRaMAC.

Our contributions can be summarized as follows. First, we
design a new MAC layer protocol that addresses the main
challenges that remain unresolved by the current protocols.
We also develop a simulation framework for our protocol and
LoRaWAN. Finally, we conduct extensive simulation tests for
both MoT and LoRaWAN and analyze the performance of
both protocols under the same conditions.

The remainder of this paper is organized as follows. Section
II outlines the different challenges brought forward to MAC
protocols due to the rise of the IoT. Section III discusses the
PHY layer of LoRa as well as an overview of LoRaWAN.
Section IV presents the details of the proposed protocol MoT.
Section V discusses the evaluation metrics and experiment
setups. Section VI evaluates the results. Finally, in section VII,
our conclusions and final remarks are presented.

II. MAC PROTOCOL CHALLENGES

Due to the range of applications employed in IoT, new
challenges have been introduced that are not fully addressed by
the current protocols. Our main motivation behind the design
of MoT was to address the following six challenges.

1) Packet Delivery Ratio: One of the main requirements of
any mission-critical application is guaranteed packet delivery.
Therefore, any MAC protocol used in such applications must
have packet-delivery ratio of 100%. MoT eliminates packet
collisions by precise time-slot scheduling, as well as by
acknowledging all uplink messages, this guarantees packet
delivery.

2) Bandwidth and Data Rate: Data rate is the number of
bits transferred in a given time unit, and bandwidth is a range
of frequencies in a radio spectrum that is used as a single
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Fig. 1. LoRa Modulation

transmission channel. A higher capacity bandwidth allows
more bits to be transferred at a given time, which in turn
increases the data rate. Since MoT uses LoRa as the underlying
technology for the PHY layer, there is a trade-off between data
rate and communication range [5].

3) Battery Life: Due to the large number and diversity of
IoT device hardware, one technology is unable to overcome the
energy consumption challenge [8]. In a typical IoT application,
a multitude of devices are connected, each equipped with a
limited number of batteries that limit the energy resources
available to that device. Due to the vast number of devices
employed, it is often challenging to replace these batteries for
each device upon depletion. MoT ensures a maximum battery
life up to 30 years by minimizing the time in which a device is
required to remain in a listening state until a packet is received.

4) Range: Covering a wide geographical area with fewer
devices reduces the implementation, operations and mainte-
nance cost of a network. Increasing the range of communica-
tion entails an increase of transmission power, which in turn
reduces battery life. It becomes important to ensure that a
wireless technology adapted for IoT would cover a wide range
while minimizing the transmission power requirements. MoT
currently covers up to five km in urban areas and 40 km in
rural areas, while ensuring minimal cost during the lifetime of
the device [9].

5) Latency: Instantaneous communication requires lower
latency on the communication network. In mission-critical
applications, it is necessary to identify the latency ahead
of transmissions. However, due to the changing nature of a
network using asynchronous access schemes, latency is non-
deterministic. MoT ensures deterministic latency ahead of
transmission because of its centralized scheduled nature.

6) Throughput: Having a device that can transmit a large
amount of data as often as possible is ideal yet is unmet in IoT.
ALOHA-based technologies are known for their low through-
put due to packet collisions. MoT capabilities include high
throughput by reducing packet collisions and synchronizing
transmissions.

III. BACKGROUND

LoRa PHY employs a spread spectrum modulation scheme
that uses a continuously varying chirp to encode information.

Fig. 2. MoT System Architecture

This scheme provides a simpler receiver design and therefore
lower power requirements [10]. Fig. 1 represents a LoRa
modulated signal as measured by our software-defined radio.
Long-range communication is achieved by the ability of a
LoRa receiver to decode transmissions 19.5 dB below the
noise floor level [11]. LoRa PHY can be used with any
MAC layer. However, LoRaWAN is the MAC layer protocol
sanctioned by the LoRa Alliance. A LoRaWAN network uses
the star of stars topology architecture, in which a single
gateway communicates with multiple end nodes and relays
this information back to a network server over an Ethernet
backhaul [12]. The current LoRaWAN network specification
describes three classes of end devices: Class A, Class B, and
Class C. Each device class compromises either battery lifetime
or downlink latency [5].

1) Class A: These devices have scheduled uplink transmis-
sion windows; after each uplink transmission, the device opens
up two short downlink windows. This class has the lowest
power consumption with the highest latency.

2) Class B: These devices have multiple scheduled down-
link windows, that reduces the downlink latency while increas-
ing the power consumption.

3) Class C: This class of devices uses the most power
and has the lowest latency, due to using continuous receive
windows.

IV. MAC ON TIME (MOT)

MoT is designed to resolve multiple dilemmas related to
MAC protocols: namely, reduce energy consumption, support
good scalability, ensure fairness, and maximize channel utiliza-
tion. The strength of MoT relies on overcoming clock drifts
while using a channel-access method based on centralized-
scheduling protocols.

An MoT network uses a star topology architecture, in which
nodes periodically communicate information to a centralized
base station, that then relays this information to a back-end
server. Fig. 2 illustrates the system architecture in a local
MoT network. Between each communication, a node idles for
an extended period, the duration of which is determined by
the centralized base station and conveyed to each node in the
acknowledgment of each report. We expect a large number of
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Fig. 3. Basic MoT Allocation Scheme

nodes to be implemented in a single network; scalability is an
important consideration.

In the following subsections, we discuss how MoT max-
imizes channel utilization while providing deterministic la-
tency.

A. MoT Design Details

MoT can be described as a hybrid protocol, one that
combines contention-based and TDMA-based protocols. It is
a centralized, guaranteed-access, wireless MAC protocol using
a base station for coordinating the channel access time-slots in
a semi round-robin manner. Hence a star topology network is
required. Every report is acknowledged by the base station to
confirm that message delivery is reliable. MoT is designed to
run on top of a LoRa PHY layer with the following six modem
settings: Spreading Factor of 10, Bandwidth of 125 kHz,
Coding Rate of 4/5, with an explicit header, CRC enabled,
and a preamble of 8 symbols. These settings give us a link
budget of 152 dB and receiver sensitivity of -132 dBm.

One of the main features of MoT is the scheduling mech-
anism used by the base station to utilize the maximum
capacity of a single channel, allowing MoT to produce superior
throughput. The base station is capable of receiving multiple
packets at the same time over different logical and physical
channels to ensure that a single node can transmit packets
as frequently as possible without violating the duty cycle
limitations. A physical channel is one that is defined by
a difference in carrier frequency; multiple logical channels
would use a single physical channel, but then with different
modulation parameters, this is possible through the modula-
tion/demodulation technique used by the PHY layer.

The base station divides a single channel into a reporting
phase and a connection phase. The reporting phase is subdi-
vided into multiple time-slots with each time-slot divided into
multiple sub-slots. Each sub-slot represents a report packet
of a fixed size. At the end of a time-slot, the base station
acknowledges all the packets received during this time-slot.
During the connection phase, the base station individually
approves/denies each connection request that it received during
the reporting phase.

MoT allows one node to report only once per frame to
safeguard the deterministic latency unique to MoT. However,

MoT allows a variable packet size for each node. Conse-
quently, one node can occupy one or more sub-slots based
on the size of the payload required to be transmitted. Once a
node is connected to the network, it gets assigned a number
of sub-slots by the base station; this is initiated by the node
transmitting a connection request packet on the connection
channel indicating the number of sub-slots required. If the
node needs to change the size of the payload at any time, it
disconnects and reconnects to the network. During each time-
slot, each node will transmit a packet only during its assigned
sub-slot(s), rendering the reporting phase free of collisions
between packets. The basic scheme is depicted in Fig. 3.

B. Time and Scheduling

One challenge of most TDMA protocols is resynchronizing
clocks between the different nodes and the base station due
to clock drifts [13]. This drift is caused by the dissimilar
hardware used for the different types of nodes as well as
the environmental factors in which this node is operating. A
case in point, the crystal oscillators of a node would cause
a time drift of up to 0.18 seconds every hour [14]. MoT
does not require clock synchronization between the different
nodes and the base station. Instead, a base station in MoT
calculates a time delay for each node between reports. To
further protect against time drifts, a tolerance value Tol is
applied to different parts of a frame. When a base station is
first initialized, it starts calculating the frame schedule based
on the different parameters set by the application; this includes
the acknowledge time on air Tack, payload time on air Tpl,
duration of one time-slot Ttime−slot, and the number of sub-
slots per time-slot nss. These values remain constant over
the lifespan of the network. There are some values that are
recalculated by the base station during network operation;
these values include the current number of slots per frame
nslots, duration of the reporting phase Trp, duration of the
connection phase Tcp, and time until the start of time-slot.

1) The Time On Air: This is the time required for one
packet of a certain size to be transmitted over the PHY
layer. This calculation is based on the PHY layer modula-
tion parameters and described in (1-4) [3]. The LoRa PHY
layer modulates the payload bytes (PL) into multiple symbols
npayload based on the spreading frequency (SF), bandwidth
(BW), coding rate (CR), the presence of an explicit header (H),
and whether or not the low data-rate optimization is enabled
(DE). The time on air of one symbol Tsym can be calculated
using the SF and BW; using Tsym along with the number of
preamble symbols npreamble allows us to calculate the time
on air for the preamble Tpreamble, this, in turn, gives us the
ability to calculate the time on air for both Tack & Tpl.

Tsym =
2SF

BW
(1)

Tpreamble = (npreamble + 4.25)× Tsym (2)

npayload = 8 +max(

ceil((
8PL− 4SF + 28− 16− 20H

4(SF − 2DE)
)(CR+ 4), 0))

(3)
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Fig. 4. Connection Phase Timing Calculation

Toa = Tpreamble + (npayloadsymbols × Tsym) (4)

2) The Duration of One Time-Slot: To ensure fair access
to the base station on a certain channel, the Tack, including
the tolerance value Tol, should be a certain percentage of the
total Ttime−slot. This percentage is the duty cycle limitation
(DC) of the region in which the MoT network is operational.
Eq. (5) allows us to calculate Ttime−slot in the presence of a
DC.

Ttime−slot =
Tack × Tol

DC
(5)

3) The Number of Time-Slots per Reporting Phase: For the
base station to ensure the least amount of time between each
frame, it utilizes the nchannels available before increasing the
number of time-slots in each frame. Based on the number
of currently connected nodes nnodes, the base station can
calculate nslots using (6).

nslots =
nnodes/nss
nchannels

(6)

4) The Duration of the Connection Phase: The connection
phase is only part of a frame when the base station receives
connection requests during the Connection Request Period
CRP . The CRP is the period of time between the start of
the acknowledgement packet of the first slot of this frame and
the start of the acknowledgement packet of the first slot of the
previous frame, this is illustrated in Fig. 4. Eq. (7) is used to
calculated Tcp factoring in the number of requests nrequests
received during CRP , as well as the time on air of the approval
packet Tapp.

Tcp = Tapp × nrequests (7)

5) The Duration of the Reporting Phase: This is dependent
on both the nslots and the Ttime−slot, assuming no connection
requests were received; as a result, the reporting phase duration
consumes the full duration of the frame.

6) The Duration of the Frame: This is the total of the Trp
& Tcp; it is also defined as the latency of an MoT network
as it represents the time until a node can send another packet.

7) Time Until a Time-Slot Restarts: The base station calcu-
lates the remaining time until a time-slot starts, this happens
on two occasions: when a new node joins the network Tα and
at the end of each time-slot Tβ . These values are then used
by each node along with its sub-slot index SSi to calculate
the time at which it can transmit a report packet. The slot
index Sloti is the position of a time-slot inside the reporting

phase. Eq. (8) is used at the beginning of the connection phase
to initialize the remaining duration of the connection phase
Trcp, followed by (9) and (10), which are used once for each
connection approval packet to be sent. Eq. (11) is used at the
beginning of each frame to initialize the remaining duration
of the frame Trf , followed by (12) and (13), which are used
once for each slot in the time frame.

Trcp = Tcp (8)

Trcp = Trcp − Tack (9)

Tα = Trcp + (Ttime−slot × Sloti) (10)

Trf = Tframe (11)

Trf = Trf − (Ttime−slot × (Sloti + 1)) (12)

Tβ = Trf + (Ttime−slot × Sloti) (13)

V. IMPLEMENTATION AND EXPERIMENTATION

All our tests were compliant with the FCC and ETSI
regulatory compliance requirements [15], [16], ensuring a fair
comparison between MoT and LoRaWAN. In addition, we
compared MoT with a class A LoRaWAN device; this class of
LoRaWAN has one uplink window followed by two downlink
windows. To discuss the capabilities of MoT, it was essential
to test the throughput in a large-scale implementation, unfortu-
nately, this was not feasible because of the cost. Therefore, we
designed a simulator to measure the throughput of MoT and
used LoRaSim [17] to evaluate the performance of LoRaWAN
in similar conditions and compared the results. We discuss
the different evaluation metrics and the simulation setup as
follows.

A. Evaluation Metrics

We represent the efficiency of a MAC protocol as the
network throughput against both the network capacity and the
latency of the network. Given that the efficiency of a protocol
varies with the channel load we considered the efficiency of
each protocol at different channel loads.

We define the latency of the MAC layer as the total time
between when the upper layer forwards a payload to the MAC
layer and when the MAC layer transmits the packet using the
PHY layer. In MoT, the latency is the transmission delay set
by the size of a frame.

We evaluated a single device throughput abiding by the
EU’s 1% channel access restriction, this entails that a single
device would not be able to transmit a consecutive packet
unless it waits for a duration of 99 times the time on air
it used to transmit the first packet. This metric is limited
more to the PHY layer than the MAC layer, and since both
MoT and LoRaWAN use the same PHY layer, we expected
the single device throughput to be fairly equal. Keeping this
in mind, we investigated the throughput of each protocol
while considering packet collisions. Since MoT is contention
free by definition, we anticipated our protocol to outperform
LoRaWAN regarding network throughput when factoring in
packet collisions from multiple nodes. The channel capacity
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Fig. 5. The channel capacity of MoT using BW 125, 250, and 500.

is defined as the theoretical maximum throughput of a channel.
In a typical LoRaWAN network, the base station can decode
multiple packets at the same time, given that each packet is
using a different spreading frequency; this brings the total
theoretical capacity of a single 125 kHz channel to 12,025
bps [2]. With three 125 kHz channels, the total network
capacity becomes 36 kbps. Since currently, MoT does not
support multiple spreading frequencies on a single channel,
the minimum total channel capacity of a MoT network with
three channels is 16,406 bps. Fig. 5 illustrates the total network
capacity of MoT using different modulation parameters, all
assuming a network with three channels.

B. Simulation Setup

LoRaSim, which is described in more detail in [11], models
only the uplink part of LoRaWAN; therefore, we modified the
simulator to consider the downlink periods before retransmit-
ting another packet.

We developed the simulation tool MoTSim using SimPy
[18], a discrete-event simulator using Python. With MoTSim,
we were able to test the implementation of a large-scale MoT
network that has a single base station and a different number
of nodes. In the development of MoTSim, we purposely
ignored the connection phase and assumed that all nodes were
connected to the network. Each experiment started by defining
the parameters in which the network would operate: the total
number of nodes, payload size, and simulation duration. Using
these parameters, MoTSim starts by calculating the frame
schedule including Tack, Tpl, nss, Ttime−slot, and nslots. It
continues by creating an instance of each node and scheduling
it to transmit with constant radio parameters. Since MoTSim
does not yet support adaptive data rate, it is important that
all nodes have the same BW and SF during setup for each
experiment.

To evaluate the performance of MoT against LoRaWAN,
we ran several simulation tests of 3,600 seconds each. At the
end of each simulation, we calculated the throughput of the
network over the full duration of the simulation, the number
of dropped packets due to collision or path loss, and the total
energy consumed by the network. In the following section, we
present and discuss the results of these simulations.

(a) 250 Nodes

(b) 1000 Nodes
Fig. 6. The throughput of LoRaWAN and MoT across different packet sizes.

Fig. 7. Latency of MoT across different packet sizes and number of nodes.

VI. EVALUATION

We performed multiple simulations to evaluate the perfor-
mance of both protocols using the metrics discussed earlier in
section V-A.

A. Throughput Evaluation

We first compared the throughput of MoT with three chan-
nels to LoRaWAN with fixed data rate as the experimental
setups with a different number of nodes and packet sizes. Fig.
6 shows the comparison between the throughput achieved.
It can be seen that both protocols do not utilize the full
channel capacity; one common factor that affects both pro-
tocols is the time on air wasted on PHY layer transmissions,
including the preamble, header, and CRC. One that caused
the underutilization in LoRaWAN is the number of collisions
due to the increased number of nodes transmitting. MoT has
several contributing factors causing the underutilization of the
network: the lost capacity due to the acknowledge packets
over other channels, the tolerance value used in the network,
and the empty slots un-occupied by nodes. From this test
regarding channel utilization, MoT surpassed the performance
of LoRaWAN.
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Fig. 8. The relationship between the number of channels and Latency using
BW of 500, 10,000 nodes, and 250 bytes of payload.

Fig. 9. A comparison between the latency of MoT and LoRaWAN with
different number of nodes and a fixed packet size of 10 bytes.

B. Latency Evaluation

We investigated the effect of the number of nodes in the
network on the transmission delay of MoT with a constant
payload size of 10, 50, and 250 Bytes. Fig. 7 shows how
the transmission delay is affected by the number of nodes in a
single network using BW of 500 kHz, with the shortest latency
of 1.7 seconds. We then examined the effect of the number
of channels on the latency, which improves by increasing the
number of channels; though, the improvement starts saturating
after having six channels. This is illustrated in Fig. 8. Latency
for a class A LoRaWAN device is a minimum of 1-2 seconds
disregarding channel access regulations and the number of
nodes in the network. This number increases when considering
packet collisions. Fig. 9 depicts the comparison in latency
between LoRaWAN and MoT when considering a duty cycle
of 1%, BW of 125 kHz, payload size of 10 bytes, and presence
of collisions. From this latency test, the performance of MoT
exceeds that of LoRaWAN.

VII. CONCLUSION

One of the challenges in wireless protocols for IoT is the
ability to utilize the channel capacity fully. In this paper,
we propose MoT, a MAC layer protocol that provides deter-
ministic latency and utilizes the channel capacity four times
more than that of LoRaWAN. With the aid of a simulator
which we developed, we were able to test the limitations of
both LoRaWAN and MoT. After analyzing the results, we
conclude that MoT outperforms LoRaWAN in both latency
and throughput. All our simulations used three channels for
MoT; however, due to the nature of the PHY layer that MoT
is designed for, more channels can be used to enhance the
performance of MoT further. We found that there is a direct
correlation between the latency of MoT and the number of
nodes in the network. We improved the latency by simulating

a different number of channels and found that the improvement
starts to saturate at a certain number of channels. Further
testing is needed to evaluate the power consumption of MoT
against other protocols.
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