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Abstract—The majority of Internet users are active users of
social networks and thus social media traffic represents the
highest percentage of Internet traffic. The average daily usage
of social media has been rigorously growing. Mobile devices are
considered to be the most common facilitators of such usage.
The aforementioned facts contribute to the excessive traffic load
on the Internet, poor users experience in terms of quality of
service, and high cellular costs spent by mobile users. In this
paper, we strive to reduce these effects by proposing a scheme
called Proactive Caching at Parked Vehicles (PCPV). PCPV aims
to provide a better quality of service to vehicular users who tend
to have a somewhat consistent social networking behavior. In
particular, users who have a predictive behavior in terms of the
type and time of access of social media platforms as a part of
their daily routine during transit from one place to another. This
is done by having the required data pre-cached and ready for
users to proactively acquire at roadside parked vehicles as they
pass by, rather than sending a request to the far-away data center
and waiting for the reply. Performance evaluation of PCPV shows
significant improvements in terms of delay, packet delivery ratio,
and cache hit ratio compared to the reactive approach typically
used in infotainment applications.

Index Terms—Parked Vehicles, Caching, and Social Media.

I. INTRODUCTION

Vehicular Ad Hoc Networks (VANETs) have emerged as
a communication paradigm that strives to facilitate intercon-
nection and communication between vehicles on the road.
They have been capturing increasing attention in the research
community due to their primary role as an enabling technology
for Intelligent Transportation Systems (ITS) [1]. ITS aims to
streamline a wide range of applications, including infotainment
applications (e.g. Information services such as Internet access
and location-based services).

In VANETs, vehicles can exchange information with
each other (Vehicle-to-Vehicle communication-V2V), and
with roadside network infrastructures (Vehicle-to-Roadside
communication-V2R) [1]. Road Side Units (RSUs) are de-
ployed along the road and are usually interconnected via the
Internet [1]. However, the cost of wide RSUs deployment
is rather expensive [1]. On the other hand, roadside parked
vehicles are natural infrastructures that have been shown to
exist in considerable numbers [2]. A study that monitored on-
street parking in Ann Arbor city in the US shows that the
occupancy ratio of parking spaces can reach 93% and 80%
during on and off-peaks, respectively [2].

In order to support VANET-based applications, it is im-
portant to address the challenging issues associated with data
access in such networks. Data access in VANETs can either be
push-based (proactive) or pull-based (reactive) [1]. In existing
push-based schemes, data is periodically broadcast to vehicles
whether they need it or not. In these schemes, data delivery
depends on opportunistic encounter with vehicles that happen
to have the data. Thus, they are often considered unsuitable
for user-specific applications [3]. In most infotainment appli-
cations, data access is pull-based [1]. That is, a request is
sent to a particular area of interest (location-based services)
or access point (Internet access) and a response is sent back
to the requester. This process is often associated with high
delay and low packet delivery ratio due to the highly dynamic
topology and intermittent connectivity of VANETs [1], [3]. By
the time the data is sent back to the requester, it might have
already moved and the packet is either dropped or an attempt
to track its new location is made [1]. One way to improve
data access in VANETs is by bringing the data closer to the
requester through caching.

Caching in VANETs can also play a vital role in reducing
the effect of the ever increasing use of the Internet. Sustaining
the scalability of the Internet to accommodate the excessive
traffic growth has become a pressing research problem recently
[4]. Due to the excessive traffic load on the Internet, some
users may experience high delay and poor quality of service.
Some research efforts have proposed developing a new Internet
architecture to resolve this problem [4]. Note that mobile
devices facilitate more than 60% of the time spent on the
Internet [5]. This leads to higher cellular costs spent by users,
particularly in outdoor areas that have no Wi-Fi connection.

We strive to alleviate the aforementioned problems by
shifting part of the social media traffic towards the vehicular
network. In particular, we pre-cache such traffic at roadside
parked vehicles to be proactively acquired by users as they
pass by. We focus on social media as it represents the highest
percentage of Internet traffic. In 2016, social media users con-
stituted 68% of Internet users [6]. It has also been estimated
that social media users will amount to 2.67 billion in 2018
[6]. In addition, there is a high correlation in the data accessed
by most users on social media. This is attributed to the fact
that the most followed accounts on social media platforms
are those of public figures, such as politicians, actors, singers,
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etc. For instance, the number of followers of the top 10 most
followed public figures on Instagram ranges from 80 million to
120 million [7]. In this paper, we propose a proactive caching
scheme, called Proactive Caching at Parked Vehicles (PCPV),
to provide a better quality of service to social media users.

PCPV is based on the fact that some users tend to establish
a daily routine, whether in the route they follow, the time of
taking that route, or the type and time of requesting certain
data. For instance, as a vehicle is slowly moving during a typi-
cal morning rush-hour on the user’s daily route to work, he/she
is used to dropping off their teenage children at school first,
who in turn are used to accessing their Instagram accounts to
check the latest posts of public figures. Such a daily routine
provides a predictable behavior that PCPV exploits to have
the required data pre-cached at roadside parked vehicles and
ready for users to proactively acquire as they pass by.

In PCPV, the data center is the centralized entity that
makes all vital decisions. It has three fundamental tasks. First,
it predicts all the information required to make informative
caching decisions. Second, it selects the appropriate road
segments for caching. This decision is made by tackling the
time-sensitive constraints using a greedy heuristic approach.
Once a road segment is selected, the data center randomly
chooses one of the parked vehicles available there to cache
the replica. Third, the data center determines when to send
the replicas to the selected parked vehicles to be cached at the
appropriate time. In addition to satisfying proactive requesters,
PCPV enables reactive requesters to benefit from the cached
copies at parked vehicles as well. Moreover, moving vehicles
engaged in V2V communication keeps a copy of the data in
their cache to satisfy reactive requests.

To the best of our knowledge, PCPV is the first proactive
caching scheme that pre-caches the data at parked vehicles for
the users to acquire either before the time of their requests, or
within the deadline specified. Hence, PCPV strives to achieve
a certain quality of service demanded by users. This is done
using a heuristic greedy approach to pre-cache the data at the
proper time and place based on future requests, trajectories,
and estimated period of encounter with road segments. PCPV
is a cost-effective solution that relies on natural infrastructures.

The performance of the proposed PCPV scheme is evaluated
using the NS-3 simulator and is compared to the reactive
approach. Simulation results show that PCPV outperforms the
reactive scheme in terms of access delay, packet delivery ratio,
and cache-hit ratio, while maintaining proper satisfaction ratio.

The rest of the paper is organized as follows. Section II
provides a brief overview of some related work. Section III
presents a detailed discussion of the proposed scheme (PCPV).
Section IV presents the performance evaluation and simulation
results of the scheme. Section V concludes the paper and
presents our future work.

II. RELATED WORK

A. Data Access in VANETs
Many schemes have been proposed to resolve the problems

associated with pull-based data access in VANETs [1]. Some

schemes focus on tracking the location of requesting vehi-
cles to successfully deliver the data back to them. Several
approaches involve the use of a location service management
protocol [1], [8], [9]. In [10], the signaling overhead associated
with such protocols is alleviated using static nodes deployed
at intersections to keep track of the heading of the requesting
vehicles. On the other hand, few schemes in VANETs have
been proposed to bring the data closer to the requester through
caching. In [11], intermediate nodes along the data forwarding
path cache the data. In [10], the static nodes deployed at
intersections are used for caching.

Push-based schemes can also be used for data access in
VANETs. An example of push-based schemes is proposed
in [12], where the data provider periodically broadcasts the
data to all the vehicles within its transmission range to be
cached. Each vehicle can then exchange the cached data with
other vehicles upon encounter. Thus, users can acquire the data
they are interested in only if they encounter another vehicle
that happens to have it. To increase data availability, in [3],
the data provider periodically broadcasts the data to all the
vehicles in highly dense roads and at intersections. These
schemes eliminate the need for an infrastructure, which makes
them cost-effective and suitable for highly dynamic vehicular
environments. However, severe congestions can occur due to
excessive transmissions, particularly in dense networks [3].

B. Content Downloading Using Parked Vehicles in VANETs

Recently, some schemes, such as [13]-[15], have proposed
the use of roadside parked vehicles for downloading large
contents. Such contents cannot always be obtained all at once
because of the short connectivity period between vehicles
and infrastructures [13]. In [13], a requesting vehicle sends
a content download request to the nearest parking cluster. The
parked vehicle located at the entry of the road segment is
selected as the cluster head (CH). If the requested content is
too large, the CH communicates with other parking clusters
to download the remaining parts and have them ready for
the requester. The authors assume that parked vehicles are
connected to the content provider via the Internet. This incurs
additional costs for parked vehicles. In [14], each moving
vehicle sequentially uploads its content chunks as it passes by
parked vehicles that form line clusters. This is done without
considering the possible trajectories or needs of the requesters.
When a request is received, the CH informs the requester
of the IDs and locations of the parked vehicles that have
the requested chunks to communicate with them. In this
scheme, acquiring the data relies on opportunistic encounter
of the requesting vehicles with line clusters that happen to
have the data. In [15], upon receiving a request, the Internet
connectivity between RSUs enables them to fetch the data
from nearby parked vehicles rather than the far-away data
provider. However, RSUs require very large investments [14].

III. PROACTIVE CACHING AT PARKED VEHICLES (PCPV)
In this section, we present the assumptions, system model,

and the functionality of the PCPV scheme at the data center,
parked vehicles and moving vehicles.
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A. Assumptions

PCPV is applied in urban environments. We assume that
proactive requesters provide the data center with their trajec-
tories, as well as access to their profiles on social platforms. In
particular, platforms that have no large-sized contents, such as
Instagram. This is in exchange for the service and based on a
privacy agreement. When subscribing to the service, each user
specifies his/her maximum acceptable delay. Accordingly, the
data center knows the deadline of each user’s request. The data
center has a prediction module that enables it to predict three
pieces of information based on historical data. First, it predicts
the time of request of each user. To estimate such information
of a subsequent request, predictors of requests’ patterns such
as [16] can be used. Second, it estimates the posting frequency
of a given public figure. This information indicates the Time
to Live (TTL) of the data. TTL is the expected time before a
public figure posts a new post, marking the earlier data as old.
Third, it estimates the period of encounter of the requesting
vehicle with each road segment along its trajectory. Estimators
such as [17] can be used to predict such information.

Parked vehicles that are willing to participate in the caching
service, report their typical parking time and road segment, as
well as the duration of their availability to the data center.
They are then solicited by the latter in exchange for some
incentives. The parked vehicles dedicate different sizes of their
entire cache capacity for the caching service. This poses some
restrictions on the available cache capacity. In order to reduce
the traffic load imposed upon the data center, the number of
replicas needs to be reduced while maximizing cache hits.

B. System Model

Let 𝑈 be the set of proactive users. Every user 𝑢 ∈ 𝑈 can
be interested in a particular data 𝑑 ∈ 𝐷, where 𝐷 is the set
of the latest data items posted by public figures that the users
follow. Each data item 𝑑 ∈ 𝐷 is associated with a Time-To-
Live 𝑇𝑇𝐿𝑑. Every user 𝑢 ∈ 𝑈 has a trajectory, 𝑇𝑢. Let 𝑇𝑢 =
𝑟1 , 𝑟2, ..𝑟𝑘 denotes a vehicle’s trajectory sequence, where 𝑟𝑗
depicts the vehicle’s encountered road segment. Let 𝑅 be the
set of all road segments, with cardinality 𝑛.

Each road segment along the trajectory of a user 𝑢, 𝑟𝑗 ∈ 𝑇𝑢,
is associated with a time period, 𝜖𝑢𝑗 , specifying the start time,
𝑡𝑢𝑗𝑠𝑡𝑎𝑟𝑡, and the end time, 𝑡𝑢𝑗𝑒𝑛𝑑 during which user 𝑢 is expected
to encounter 𝑟𝑗 . Each period is associated with a probability
of encounter, 𝛿𝑢𝑗 , specifying the degree of accuracy of that
period. The data center estimates a number, 𝐿, of possible
periods of encounter of each user with each road segment
along its trajectory such that

∑𝐿
𝑦=1 𝛿

𝑢
𝑗𝑦 = 1. The request time

of each user 𝑢 ∈ 𝑈 for data 𝑑 is 𝜏𝑢𝑑 and the deadline is 𝜂𝑢𝑑 .
The available cache capacity at a road segment 𝑟𝑗 is 𝐶𝑗 .

C. PCPV at the Data Center
A detailed discussion of the main tasks performed by the

data center is provided in the following sections.

1) Selection of Road Segments for Caching: In order to
reduce the number of replicas, users are grouped together
based on the similarity of their requested data, and overlapping
road segments. For instance, consider that both users 𝑢1 and

Fig. 1. Time Constraint Restrictions in the Caching Decision. If a replica
is cached at 9:55, 𝑢1 would pass by 𝑟4 before the data is available. Thus, a
replica should be cached at 8:45. A list of all users that should receive the
replica is included in its header. The TTL of the data is 30 minutes, so it
will be valid till 9:15 (8:45+TTL). As 𝑢1 passes by 𝑟4, the caching parked
vehicle senses its presence and sends it the replica. User 𝑢1 caches the data
in its local cache. At 9:00 ( 𝑢1’s time of request), it will find it available and
still valid. However, for 𝑢2, the data will no longer be valid at 10:00.

𝑢2 pass by 𝑟4 along their trajectory. Thus, if they are interested
in the same data, it is better to cache one replica at 𝑟4 to serve
both users. However, the time constraint is one of the most
fundamental issues that needs to be taken into consideration
before making such a decision. The example depicted in Figure
1 illustrates some of these time constraint restrictions. Another
vital issue in road segments selection is the probability of
encounter, which has a direct effect on the probability of cache
hits since it determines the degree of accuracy of the estimated
period. Thus, if 𝑟4 passes all the time constraints, but the
probability of encounter of 𝑢1 by 𝑟4 is relatively small, then a
different road segment may be a better alternative for 𝑢1. The
selection procedure is composed of the following three stages:

a) Grouping Users based on Data Similarity: The data center
groups users that request the same data items together. Let 𝐺
be the set of groups generated by the data center. To determine
the sequential order for processing the groups, every group
𝑔 ∈ 𝐺 is ranked based on the popularity of the data requested
by its users. The popularity of the data is determined by the
number of users within the group whose time of requests are
within the TTL of the data. Once the groups are ranked, the
following stages (b and c) are performed for each group.

b) Determining Feasible Road Segments for Caching: Some
time-constraint checkpoints are tested to determine the road
segments that are eligible for caching. For each user 𝑢 in group
𝑔, and for each each road segment 𝑟𝑗 along its trajectory,
the period that has the maximum probability of encounter,
𝑃𝑢
𝑗 =max𝐿𝑦=1 𝛿

𝑢
𝑗𝑦 , is selected. A feasibility matrix, denoted

𝐹 𝑔
𝑚×𝑛 is then created. A feasibility matrix indicates the road

segments that are eligible for caching for each user within the
group, where 𝑚 = ∣𝑔∣. The feasibility matrix is filled based
on Eqn. 1. The first condition in Eqn. 1 checks whether the
road segment 𝑟𝑗 is part of the user’s trajectory. The second
condition has to do with ensuring the validity of the data by
the time the user requests it. The start time of the period of
encounter, 𝑡𝑖𝑗𝑠𝑡𝑎𝑟𝑡, is the earliest time for caching to occur.
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Thus, the expiry time of the data is obtained by adding the
TTL to that value. The third condition in Eqn. 1 has to do with
the deadline of the request. For instance, if the deadline of the
request of 𝑢1 is 9:20 and the time of encounter of 𝑢1 with 𝑟9
is 9:25, then by the time 𝑢1 passes by 𝑟9, the data will not
be received at a satisfactory time. The fourth condition checks
whether there is available cache space at the road segment.

𝑓𝑖𝑗 =

⎧⎨
⎩

1 𝑟𝑗 ∈ 𝑇𝑖, 𝑎𝑛𝑑
𝑡𝑖𝑗𝑠𝑡𝑎𝑟𝑡 + 𝑇𝑇𝐿𝑔

𝑑 ≥ 𝜏 𝑖𝑑, 𝑎𝑛𝑑
𝑡𝑖𝑗𝑠𝑡𝑎𝑟𝑡 ≤ 𝜂𝑖𝑑, 𝑎𝑛𝑑

𝐶𝑗 ≥ 1
0 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(1)

c) Selecting Replicas Locations based on Overlapping Road
Segments: The goal is to group as many users as possible such
that the degree of cache hits is maximized and the number of
replicas is reduced. For this purpose, an iterative procedure
is executed as detailed in Algorithm 1. A matrix called the
selection matrix, denoted 𝑆𝑔

𝑚×𝑛 is created and iteratively
updated to select the caching road segments for all users within
group 𝑔 ∈ 𝐺. The selection matrix is filled based on Eqn. 2.
Note that for users to be grouped, it is imperative to ensure
that the TTL condition checking the validity of the data is
maintained, and that there is enough cache space. Let 𝑈

′
be

the set of users in 𝑔 ∈ 𝐺 who have not been assigned a replica
location yet and 𝐺

′
be the set of users in 𝑔 ∈ 𝐺 who have

already been assigned a replica location. Initially, the selection
matrix is set to the feasibility matrix, 𝑈

′
is set to 𝑔 ∈ 𝐺, 𝐺

′
is

empty, and the list of assigned replicas is empty (lines 10-14).

𝑠𝑖𝑗 =

⎧⎨
⎩

𝑃 𝑖
𝑗 𝑡𝑝𝑗𝑠𝑡𝑎𝑟𝑡 + 𝑇𝑇𝐿𝑔

𝑑 ≥ 𝜏 𝑖𝑑, 𝑎𝑛𝑑

𝐶𝑗 ≥ 1
0 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(2)

As long as 𝑈
′

is not empty, the following steps are itera-
tively repeated. First, for each road segment 𝑟𝑗 ∈ 𝑅, a primary
user, 𝑝, is selected from the users in 𝑈

′
that consider 𝑟𝑗 eligible

for caching (lines 16 & 17). The primary user is the user that
has the earliest time of encounter with 𝑟𝑗 . Second, the selection
matrix is updated by Eqn. 2 (lines 18-20). The selection matrix
values reflect the maximum probability of encounter of each
user 𝑢𝑖 with each road segment 𝑟𝑗 , denoted 𝑃 𝑖

𝑗 . Third, the
degree of cache hits over each road segment, denoted 𝐷𝐶𝐻𝑟𝑗

is calculated as the sum of the selection matrix values for all
users in 𝑈

′
over road segment 𝑟𝑗 (lines 21 & 22). The segment

selected for caching, denoted 𝑟𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑, is the one rendering
the maximum degree of cache hits (lines 23 & 24). The cache
capacity of 𝑟𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 is reduced by one if the caching duration
of the replica overlaps with that of a previously assigned
replica for a user in a different group in 𝐺 (line 25-27). Fourth,
the selected road segment is the replica location for the users
who consider it an eligible segment for caching. Thus, the
set of users in 𝑈

′
who have non-zero entries in the selection

matrix over the selected road segment are grouped together in
𝑔

′ ∈ 𝐺
′

and removed from the set 𝑈
′
(lines 28-32). A tuple is

added to the list of assigned replicas associating 𝑔
′ ∈ 𝐺

′
to

𝑟𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 and the data item to be sent, 𝑑𝑔 (line 33). If 𝑈
′
is still

Algorithm 1 : Selecting Replicas Locations
1: Input:
2: TTL of the Data Requested by Users in g, 𝑇𝑇𝐿𝑔

𝑑 ∀𝑔 ∈ 𝐺
3: Set of All Road Segments 𝑅
4: The Maximum Period of Encounter 𝑃 𝑖

𝑗 ∀𝑟𝑗 ∈ 𝑇𝑖 ∀𝑖 ∈ 𝑈
5: Current Cache Capacity at Road Segment 𝑟𝑗 , 𝐶𝑗 ∀𝑟𝑗 ∈ 𝑅
6: Feasibility Matrix 𝐹 𝑔

𝑚×𝑛 = 𝑓𝑖𝑗 𝑛 = ∣𝑅∣, 𝑚 = ∣𝑔∣, ∀𝑔 ∈ 𝐺
7:
8: SELECT ROADSEGMENTS(g)
9: Begin

10: Selection Matrix 𝑆𝑚×𝑛 ← {𝑠𝑖𝑗=𝑓𝑖𝑗}
11: 𝑈

′ ← g //Set of users in g with no assigned replica location
12: 𝑔

′ ← ∅ //Set of users in g that have the same replica location
13: 𝐺

′ ← ∅ //Set of 𝑔
′

with an already assigned replica location
14: LR[] ← ∅ // List of Assigned Replicas
15: while 𝑈

′
isNotEmpty do

16: for all 𝑗 ∈ 𝑅 do // Columns of Matrix
17: Select Primary User from 𝑈

′
//User with min 𝑡𝑢𝑗𝑠𝑡𝑎𝑟𝑡

18: for all 𝑖 ∈ 𝑈
′

do // Rows of Matrix
19: if 𝑠𝑖𝑗 ∕= 0 then
20: Update 𝑠𝑖𝑗 based on Eqn.2
21: DCH+ = 𝑠𝑖𝑗 //Degree of Cache Hits
22: DCH List[] ← tuple (j, DCH)
23: highest DCH ← the maximum value of DCH
24: 𝑟𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 ← the road segment with highest DCH
25: for all 𝑗 ∈ 𝑅 do
26: if j=𝑟𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 then
27: 𝐶𝑗 ← 𝐶𝑗−1 //If 𝑡𝑝𝑗𝑠𝑡𝑎𝑟𝑡 + 𝑇𝑇𝐿𝑔

𝑑 overlaps

28: for all 𝑖 ∈ 𝑈
′

do
29: if 𝑠𝑖𝑗 ∕= 0 then
30: 𝑔

′ ← 𝑔
′ ∪ 𝑖

31: 𝐺
′ ← 𝐺

′ ∪ 𝑔
′

32: 𝑈
′

= 𝑈
′ ∖𝑔′

33: LR[] ← tuple (𝑔
′
, 𝑟𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑, 𝑑𝑔 ) // List of Assigned Replicas

34: return LR[]
35: End

not empty and the cache in all road segments is full, a Least
Frequently Used replacement policy is used.

2) Determining when to Send the Replicas: The time of
caching a replica destined to road segment 𝑟 to satisfy the
users in group 𝑔

′ ∈ 𝐺
′
, denoted 𝑇𝑐𝑎𝑐ℎ𝑖𝑛𝑔 , is the earliest

time of encounter of these users with 𝑟. In dense vehicular
environments, the fastest path from a source to destination
is more likely to be the shortest path. Thus, the data center
applies the Dijkstra’s algorithm to find the shortest path to the
destined parked vehicle. The time taken for a replica to be
received by the latter, 𝑇𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛 is the length of the shortest
path divided by the average propagation speed. Thus, the time
to send the replica is 𝑇𝑐𝑎𝑐ℎ𝑖𝑛𝑔-𝑇𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛.

D. PCPV at Parked Vehicles
When the data center sends a data packet to a parked vehicle

to be cached, it includes in the packet header a list of all
proactive requesters, denoted LPR, that should be satisfied
by the received replica. Upon receiving the data packet, the
parked vehicle caches the data and extracts the LPR from the
header. Beacon messages are periodically exchanged among
neighboring vehicles. Thus, when a parked vehicle receives
a beacon message, it checks if the source ID of the message
matches one of the IDs in LPR. If so, the parked vehicle sends
the replica to the moving vehicle. In addition, beacon messages
include the list of cached items maintained by neighboring
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vehicles (as the case in the Group Caching scheme [18]). Thus,
when a parked vehicle receives a request packet from a reactive
requester, it first checks if the requested data is stored in its
local cache. If not, it checks if one of its neighbors has a copy.
If it does, the request is sent to that neighbor. Otherwise, the
request is sent to the data center using greedy forwarding.
In greedy forwarding, each node forwards the packet to the
closest neighbor to the destination.

E. PCPV at Moving Vehicles
Moving vehicles can receive three types of messages; either

a request packet from a reactive requester, a data packet, or
a beacon message. Beacon messages and request packets are
handled in the same way as described in parked vehicles. If
a data packet is received, the moving vehicle keeps a copy in
its local cache (until the data expires) and forwards the packet
to the destination using greedy forwarding, as in [11].

IV. PERFORMANCE EVALUATION

In this section, we evaluate the performance of PCPV
compared to the reactive scheme. The performance metrics
are: 1) the average access delay since a request is issued till a
reply is received, 2) the packet delivery ratio, which is the ratio
of successfully delivered reply packets to the total number of
reply packets sent 3) the cache hit ratio, which is the ratio of
the number of requests served by a caching node to the total
number of requests, and 4) the satisfaction ratio, which is the
ratio of proactive requests that have been served before the
deadline to the total number of proactive requests.

A. Simulation Setup
Simulations are conducted using the NS-3 network simu-

lator [19] over a 4 × 4 road grid topography, with 48 road
segments. Realistic mobility traces are generated using the
SUMO traffic simulator [20], with the maximum vehicular
speed set to 40 km/h. The number of moving vehicles is
set to 1000, 660 of which are requesters. We use varying
penetration rates to compare PCPV to the reactive scheme.
A penetration rate of 80% means that 80% of the requesting
vehicles use PCPV while the remaining 20% use the reactive
scheme. The percentage of proactive vehicles for which the
data center estimates accurate predictions is varied to assess
the performance of PCPV under erroneous predictions. Note
that erroneous predictions indicate inaccurate estimations of
the time of request, and the period of encounter of requesters
with road segments along their trajectory. Simulations are run
for a period of 2000 seconds each. The IEEE 802.11p WAVE
standard is used, with the transmission range set to 150 m and
the beacon interval set to 0.5 seconds.

The interest generation is uniformly distributed among 8
public figures, each of which generates 1-5 new posts (i.e. data
items) every 15-30 minutes. In the simulations, 100 parked
vehicles are uniformly distributed among the road segments,
each with a maximum cache capacity of 25 packets. Parked
vehicles dedicate 20% to 40% of their total cache capacity
to PCPV. The number of road segments with parked vehicles
willing to participate in the caching service is 𝛼× 𝑘, where 𝑘

is the total number of road segments and 𝛼 is a tuning factor
that takes a value from (0-1). Unless otherwise specified, 𝛼 is
set to 1. The time of each request is set to be a random time
within the requester’s trip duration. The deadline specified by
each proactive requester is set to take a random value ranging
anywhere between the request time and the end of the trip.

B. Simulation Results and Analysis

First, we compare PCPV and the reactive scheme in terms
of the average delay over varying percentages of vehicles with
accurate predictions. As shown in Figure 2(a), as the penetra-
tion rate increases, the average delay significantly decreases.
This is because PCPV strives to have the replicas pre-cached
at the proper time and place for the requesters to acquire
either before the time of their request or within the deadline
specified. However, the lower the percentage of vehicles with
accurate predictions, the higher the delay. This is attributed
to the risk of having replicas cached at road segments that
proactive requesters encounter after the deadline.

Second, we apply the same comparison in terms of the
second metric. As shown in Figure 2(b), as the penetration rate
increases, the packet delivery ratio is significantly improved.
This is because in PCPV, the data is delivered to the requesting
vehicle as it passes by the caching parked vehicle. This
eliminates the risk of unsuccessful packet delivery caused by
not knowing the requester’s location. However, the higher the
percentage of vehicles with erroneous predictions, the lower
the packet delivery ratio. This is attributed to the risk of
caching replicas at road segments that proactive requesters
encounter either before the data has been cached or after it
has become obsolete.

Third, we perform the same experiment to assess the cache
hit ratio. As depicted in Figure 2(c), the increase in the
penetration rate significantly improves the cache hit ratio. In
PCPV, proactive requests are always served by a caching node
and thus all packets delivered are attributed to a cache hit.
However, as the percentage of vehicles with erroneous predic-
tions increases, the number of packets successfully delivered
to the proactive requesters decreases. Hence, the cache hit
ratio decreases. This occurs for the same reasons discussed
above. In contrast, in the reactive scheme, requests can either
be served by a caching node or by the data center. PCPV
enables reactive requests to be served by replicas intended for
proactive requesters (i.e. the data cached at parked vehicles). In
addition, all moving vehicles along the forwarding path from
the data center to the caching parked vehicles keep a copy of
the data in their local cache. Thus, the higher the number of
proactive requesters, the more replicas sent by the data center,
which increases the availability of cached items at moving and
parked vehicles. This boosts the possibility of reactive requests
being served by a caching node.

Fourth, we test the performance of PCPV in terms of the
satisfaction ratio under different values of 𝛼, over varying
percentages of vehicles with accurate predictions. In this
experiment, the penetration rate is set to 100%. As shown
in Figure 2(d), the satisfaction ratio significantly increases
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(a) Average delay of PCPV and the
reactive scheme.

(b) Packet delivery ratio of PCPV and
the reactive scheme.

(c) Cache hit ratio of PCPV and the
reactive scheme.

(d) Satisfaction ratio of PCPV under
varying 𝛼.

Fig. 2. Performance Results over Varying Percentages of Vehicles with Accurate Predictions.

as 𝛼 increases. This is because as 𝛼 decreases, the risk of
having proactive requesters with no available road segments
for caching along their trajectory increases. In addition, de-
creasing 𝛼 limits the number of road segments available for
cache selection. This can force the data center to place replicas
at road segments with which proactive requesters have low
probability of encounter. This poses a risk of having the data
cached at road segments that proactive requesters encounter
after the deadline. Such risk further increases as the percentage
of vehicles with erroneous predictions increases.

V. CONCLUSION AND FUTURE WORK

In this paper, we have proposed the PCPV scheme that
provides better quality of service for vehicular users who have
a predictable social media access behavior. To do so, PCPV
uses parked vehicles to pre-cache the data at the proper time
and place for users to proactively receive as they pass by. We
have introduced a greedy heuristic approach that takes into
consideration all the time-constraint issues required to select
the most suitable road segments for caching. To maximize
cache hits, the probability of encounter of proactive users
with road segments along their trajectory is also taken into
consideration. In addition, PCPV enables reactive requesters
to benefit from the replicas cached at parked and moving ve-
hicles. Performance evaluation has shown that PCPV achieves
significant improvements in terms of access delay, packet
delivery ratio, and cache hit ratio compared to the reactive
scheme, while maintaining proper satisfaction ratio. In our
future work, we will consider developing a prediction module
that limits the error, in the estimated time of encounter with
road segments, to a maximum bound.
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