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Abstract—Mobile Crowd Sensing (MCS) is an effective
paradigm that utilizes the crowd as an extended instrument
for the purpose of collecting data. However, utilizing the crowd
comes with the risks stemming from the crowd’s heterogeneity.
Thus, the MCS administrator must carefully recruit and evaluate
MCS participants for the reliable execution of MCS tasks.
In this paper, we tackle some of the criteria required for
the proper characterization of an Area of Interest (AoI). We
propose a coverage metric aimed at MCS systems that takes into
consideration the global view of the AoI as a whole, as well as
a local picture with regards to the subdivisions with the AoI.
The developed coverage metric allows the MCS administrator to
identify which regions within the AoI are lacking, in terms of
quality, and how they can be compensated by moving participants
from neighboring regions. We demonstrate the performance of
the presented metric by means of a computer simulation.

Index Terms—mobile crowdsensing; internet of things; sensor
networks; coverage quality metric; source quality; data collec-
tion.

I. INTRODUCTION

The Internet of Things (IoT) paradigm has led to the
development of various sub-paradigms and frameworks that
combine the cyber and physical worlds. The integration of
sensors in all aspects of life has outlined complex - yet very
functional - infrastructures in the premise of smart cities. As a
result, the quest for the efficiency of the smart city’s operation
is becoming more significant as smart city administrators and
stakeholders seek increased access to data. One paradigm that
caters to these demands is Mobile Crowd Sensing (MCS),
which capitalizes on the ubiquity of sensors in the crowd of
sensor-laden smartphone users. MCS has managed to trans-
form cohorts of smartphone users into an extended instrument
[1], with a wide-range of applications within the context of the
smart city and its social and physical aspects. This versatility
renders MCS as a very useful tool for smart city stakeholders
[2].

In MCS, tasks are created by administrators to be assigned
by the server to a set of participants who are concerned with
its execution. The nature of sensing and task execution can be
classified as participatory or opportunistic sensing [2]. Partici-
patory sensing requires active involvement of the user in order
to successfully execute a task. For example, a user can take
out the microphone to record a sample of noise pollution [3],
or take a photo [4]. On the other hand, opportunistic sensing
is executed automatically when the participant’s smartphone
satisfies the set of conditions for the task, (such as time, place,

device capabilities, battery,... etc.) [5]. Various frameworks and
models were developed to facilitate the management of MCS
and reduce its complexity. One of which is developed in [6]
to model the MCS sensing problem over spatiotemporal cells,
i.e. a cell bounded in space and time.

A large amount of research literature [4], [7] treats MCS
as a problem with large scale data, harboring the assumption
that data is always available. On the other hand, the authors
of [8], [9] argue that data might be scarce, focusing on
small data. As the source of MCS data comes from a wide
variety of participants, it is prone to significant variations
in quality, performance, and capability. To overcome this
heterogeneity in data, the authors of [8], [9] have developed
small sample quality metrics to quantify and evaluate the
reliability of data collected by MCS participants within a
spatiotemporal cell. Such a metric allows the elimination of
faulty and inconsistent sensors, and provides a local picture
of the participants’ reliability. The quantifiable knowledge of
participants’ reliability allows the MCS administrators - and
the system - to select enough participants for reliable execution
of MCS tasks, reducing MCS costs, which relate to the number
of participants either in terms of monetary incentives or data
consumed.

While having a local picture of a specific spatiotemporal
cell is useful for the MCS administrator, the relation to other
cells within the region is still absent. Furthermore, some cells
have a higher sensing priority than others. This necessitates
the versatile recruitment of MCS participants in a manner
that caters to the coverage needs of the MCS administrators.
In this paper, we provide a global picture to complement
the local picture, utilizing the global and local contrast to
provide the MCS administrators with as much information
as possible about the MCS region. To that end, we develop
a coverage metric that extends the metrics developed in [8],
[9] to evaluate the quality of the area as a whole during a
specific sensing cycle. We have also defined a relative quality
metric for adjacent cells, that allows the MCS administrator
to request participants to move between cells (or to recruit
alternative participants) to ensure consistent coverage over the
MCS region. Such a metric will enhance the recruitment of
participants in an MCS system, increasing its efficiency.

This paper is structured as follows: Section 2 provides an
overview of MCS, Quality in MCS, and the Spatiotemporal
model; Section 3 addresses the development and description of
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Fig. 1: General MCS Architecture

the proposed coverage quality metric; Section 4 illustrates the
usage of the coverage quality metric with relevant examples;
and finally section 5 concludes with foreword on coverage in
the context of MCS.

II. MCS OVERVIEW

A. MCS System Design

Various research efforts have led to the development of
many sub-topics under MCS, which have led to the devel-
opment of a general perception of the architecture of an MCS
system [9]. Generally, an MCS system would consist of the
following elements:
• MCS Administrator: who designs and publishes tasks

in an MCS system. Such an entity is closely related to
the management of smart cities and aims to cater to the
purposes of the smart city for its efficient operation. An
MCS administrator may be interested in data collection
about a specific phenomenon at a specific location and
time.

• MCS Participants: are members of the crowd who
participate in an MCS system to execute MCS tasks set by
the administrator, in exchange for a service or a monetary
reward (incentives). They can execute tasks participa-
torily, being actively involved in the task execution, or
opportunistically, by passively being present at the time
and place at which the task is automatically executed.

• MCS System: which is an automated service that con-
nects the participants to the administrator, recruiting and
assigning tasks to them in an automatic manner while
benchmarking and evaluating their performance, reliabil-
ity, and quality.

Fig. 1 illustrates the general architecture of MCS systems in
[9].

B. MCS Spatio-Temporal Model

In order to acquire an informative characterization of quality
within an Area of Interest (AoI) in an MCS system, the AoI
needs to be appropriately divided into geofences or cells to
which participants are assigned. However, these divisions are
not only limited to space, as time - in terms of sensing cycles
- is also a dimension upon which such divisions are required.
These divisions in space and time can be represented by
means of the spatiotemporal diagram shown in Fig. 2, similar
to that developed and described in [6]. MCS administrators
should divide the space in a manner that satisfies the purpose
of the MCS system while respecting the limitations of the

Fig. 2: Spatiotemporal Diagram

Sampling Theorem, which can be extended from the temporal
domain into the spatial domain [10], [11]. Tasks are assigned
to participants according to their availability, which includes
whether they are eligible for performing the task or not,
as well as being at the location and the time described in
the MCS task description. For example, MCS administrators
could be interested in acquiring temperature readings by MCS
participants in the mth cell, which the participants will return
as a set of readings Xm:

Xm = {xm,1, xm,2, . . . , xm,Nm} (1)

where the reading of the nth participant is represented as a
random variable xm,n, and Nm is the number of participants
who have successfully executed the task in the mth spatiotem-
poral cell. Each cell corresponds to a 3-tuple (a, b, c), where
a maps to the x-location, b maps to the y-location, and c maps
to the cth sensing cycle (temporal location).

The truth of the sensed quantity, µ, is then estimated from
the sample obtained in Eq. (1) by computing the mean:

µ̂m = mean(X) =
1

Nm

Nm∑
n=1

xm,n (2)

while its standard deviation can be estimated by means of
the sample error:

σ̂m =

√∑Nm

n=1(xm,n − µ̂m)

Nm − 1
(3)

III. COVERAGE QUALITY METRIC FOR MCS
While MCS can operate under incomplete coverage condi-

tions, it is of significant importance that MCS administrators
would be able to identify which spatio-temporal cells are
lacking coverage. In this section, we propose a simple scheme
that aims to characterize the coverage quality of the AoI as
a whole, during a sensing cycle. We also propose a metric to
measure quality with respect to adjacent cells. This allows
MCS administrators to compensate poor cells from their
neighbouring better-off cells. The method developed in this
section combines two quantities, the overall coverage quality
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and the relative quality, to provide the MCS administrator
with a detailed map of which cells have higher quality than
others so that the MCS system would recruit users from cells
with satisfied quality criteria to those lacking. Coverage, in
that sense, relates to the quality over the whole space, while
uniformity implies having a good quality over all the cells.

A. Cell-Specific Quality Metrics

However, before the definition of coverage quality, we
briefly describe the definition of quality within a specific cell
in this sub-section. In [8], [9] quality metrics were developed
and defined in a manner that considers outliers to be threats
to quality. The lack of knowledge about the ground truth is
what drives the paradigm of MCS to employ MCS participants
as proxies in determining the truth. However, the inherent
heterogeneity in the crowd of participants is prone to errors
and faults, which can be overlooked if the participants are
present in an abundance. Nevertheless, this is not always the
case it is possible for MCS regions to be underpopulated
with participants, or that the number of reliable data points is
scarce. In such a case, an outlier resulting from a fault or an
abnormality can easily throw off the estimation of the ground-
truth. The approach embodied in [8], [9] defines quality as
a quantity that relates to the differences between the values
acquired within a cell. To that end, robust centrality estimates
such as the Median Absolute Deviation-filtered Mean and the
Trimmed mean were employed to develop the Mean MAD-
Mean Trimmed Mean (MMTM) statistic, θMMTM. θMMTM is
employed to evaluate small-sample quality in [8], and very
small-sample quality in [9], where θMMTM was defined as:

θMMTM = β(x̄− x̄k) + (1− β)(x̄− x̄MAD) (4)

with β ∈ [0, 1], x̄ is the standard mean of the readings within a
cell x, x̄k is the trimmed-mean, and x̄MAD is the MAD-mean.

Quality can then be described in two manners: it can be
described loosely as a measure how good of a representative
the sample is in estimating the ground-truth, or described
precisely as a quantity that reflects the acquired samples’
reliability in estimating the ground-truth. Quality, as per [8],
[9], was defined for small-sample ranges as:

Q =

{
logγ

(
1

θMMTM

)
11 < N < 30

1
2 logγ

(
µ−1

MMTMσ
−2
MMTM

)
8 < N < 11

(5)

where γ is a scaling factor, µMMTM and σMMTM are the mean
and variance of the bootstrap distribution of θMMTM.

B. Overall Coverage Quality

In this subsection, we upgrade the quality metric previously
proposed, to tackle the spatial dimension of coverage. For
simplicity, the spatial space is assumed to be a C ×C square
grid, with each cell having a quality value Qc,c, during a

Fig. 3: Coverage Metric Description

specific sensing cycle T . This allows the definition of an
overall quality metric, Qtot:

Qtot = mean(Qmap) = mean


Q1,1 Q1,2 . . . Q1,C

Q2,1 Q2,2 . . . Q2,C

...
...

. . .
...

QC,1 QC,2 . . . QC,C

 (6)

where Qmap is the resulting matrix of all quality evaluations
for all cells.

The resulting Qtot can be seen in Fig. 3 where it corresponds
to a plane elevated to its value. It is important that an MCS
administrator would set a minimum threshold for quality, Qmin,
which would be useful in two manners: (a) to evaluate whether
the overall quality is satisfied, i.e. Qtot ≥ Qmin; and (b) to
identify specific cells which are below the threshold. Combin-
ing these two outcomes together allows the characterization of
overall coverage quality, however it does not indicate how it
can be adjusted to achieve uniformity.

C. Relative Coverage Quality

In order to how the quality can be improved over a space, we
developed a method that measures the angle between each two
adjacent quality points and constructs a C2 × C2 matrix that
maps this relation, denoted Qrel whose elements are defined
as:

Qrel,(Qi,j ,Qa,b) = sin−1

[
Qi,j −Qa,b√

[Qi,j −Qa,b]2 + 1

]
(7)

where (i, j) corresponds to the coordinates of the of kth cell,
and (a, b) correspond to the coordinates of an adjacent cell.
Fig. 3 provides an illustration of Eq. 7.

However, to construct the resulting C2 × C2 Qrel matrix
using an automated algorithm, the 2-tuple map, Qmap has to
be mapped into a singleton map, Q̂map such that:

Q1,1 Q1,2 . . . Q1,C

Q2,1 Q2,2 . . . Q2,C

...
...

. . .
...

QC,1 QC,2 . . . QC,C


︸ ︷︷ ︸

Qmap

7→


Q1 Q2 . . . QC
QC+1 QC+2 . . . Q2C

...
...

. . .
...

Q∆+1 Q∆+2 . . . QC2


︸ ︷︷ ︸

Q̂map

(8)
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Fig. 4: Descriptive illustration of the change of MCS coverage
over time

where ∆ = C(C − 1).
Within the singleton map, cells adjacent to the kth cell are

corresponding to the north (k−C), west (k−1), east (k+1),
and south (k+C), for any cell that is not on the edge nor in
the corner. Qrel can then be constructed by substituting Eq. 7
for the corresponding elements such that Eq. 7 becomes:

Qrel(Qk, Qk′) = sin−1

[
Qk −Qk′√

[Qk −Qk′ ]2 + 1

]
(9)

where k corresponds to the row, and k′ corresponds to the
column.

The Relative Coverage Quality metric looks at the quality,
described by the Qmap as a surface on which spatial cells
correspond to points, and measures the angle between these
points. As a result, the synthesized matrix Qrel is an anti-
symmetric matrix in which transposing elements are a pair
of alternate interior angles, thus the sign chance. As a result,
Qrel is a sparse matrix which can be visualized using color-
coded tables, an example is shown in the simulations section,
Fig. 5. If the corresponding value for (k → k′) is positive,
then the uniformity of coverage can be improved by moving
participants from cell k to k′ participatorily by means of an
incentive. On the other hand, a negative value implies that
participants could be moved from k′ to k. This can also reflect
in manipulating the incentives in a manner that would affect
the supply and demand of participants in the kth cell, to achieve
the MCS system’s coverage objectives.

This coverage quality metric, however, changes with time,
as every sensing cycle, T th, has a corresponding Qtot value and
a corresponding Qrel matrix. Fig. 4 provides an illustration of
how such coverage change over time.

Algorithm 1 details the steps required to generate the
Qrel matrix. There exists a number of special cases relating
to elements on the edges of the matrix with no preceding
or following elements in one or more of the four cardinal
directions: North (i − C), East (i − 1), West (i + 1) , and
South (i + C). Algorithm 1 embodies a simple decision tree
to deal with any of the eight special cases: the four corners

(i = 1, i = C, i = (C − 1)C + 1, and i = C2); and the four
edges: North (i < C), East (i%C = 0), West (i%C = 1), and
South (i < C2 and i > (C − 1)C + 1).

Algorithm 1 Algorithm for Evaluating MCS Coverage
Quality

Input: Qmap
Output: Qtot and Qrel

1: Qtot ←mean(Qmap(:))
2: Initialize Qrel=zeros(length(Qmap))
3: for i← 1 : C2 do
4: if i = 1 then
5: Qrel←Qrel(i, i+ 1)
6: Qrel←Qrel(i, i+ C)
7: else if i < C then
8: Qrel←Qrel(i, i− 1)
9: Qrel←Qrel(i, i+ 1)

10: Qrel←Qrel(i, i+ C)
11: else if i = C then
12: Qrel←Qrel(i, i− 1)
13: Qrel←Qrel(i, i+ C)
14: else if i%C = 1 then
15: if i = (C − 1)C + 1 then
16: Qrel←Qrel(i, i− C)
17: Qrel←Qrel(i, i+ 1)
18: else
19: Qrel←Qrel(i, i− C)
20: Qrel←Qrel(i, i+ 1)
21: Qrel←Qrel(i, i+ C)
22: end if
23: else if i%C = 0 then
24: if i = C2 then
25: Qrel←Qrel(i, i− C)
26: Qrel←Qrel(i, i− 1)
27: else
28: Qrel←Qrel(i, i− C)
29: Qrel←Qrel(i, i− 1)
30: Qrel←Qrel(i, i+ C)
31: end if
32: else if i < C2 & i > (C − 1)C + 1 then
33: Qrel←Qrel(i, i− C)
34: Qrel←Qrel(i, i− 1)
35: Qrel←Qrel(i, i+ 1)
36: else
37: Qrel←Qrel(i, i− C)
38: Qrel←Qrel(i, i− 1)
39: Qrel←Qrel(i, i+ 1)
40: Qrel←Qrel(i, i+ C)
41: end if
42: end for
43: return Qtot,Qrel

IV. COMPUTER SIMULATION

To test the proposed coverage quality metric,we generated a
3×3 map with values obtained from a distribution N(2.2, 0.5)
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0 64.04 0 15.51 0 0 0 0 0

-64.04 0 -50.14 0 -58.24 0 0 0 0

0 50.14 0 0 0 0.90 0 0 0

-15.51 0 0 0 9.12 0 51.41 0 0

0 58.24 0 -9.12 0 23.42 0 53.85 0

0 0 -0.90 0.00 -23.42 0 0 0 -47.62

0 0 0 -51.41 0 0 0 15.44 0

0 0 0 0 -53.85 0 -15.44 0 -63.79

0 0 0 0 0 47.62 0 63.79 0

Fig. 5: Qrel Matrix

to simulate diverse values for the quality metrics described in
[8]. The input Qmap obtained was:

Qmap =

3.09 1.04 2.23
2.81 2.65 2.22
1.56 1.28 3.32

 (10)

The overall quality metric, Qtot was found to be 2.24, and
Qrel, illustrated in Fig. 5 and Fig. 6, was obtained. We use
a color code to identify quality where green denotes that the
corresponding cells are close to each other in terms of quality,
i.e. the angle is close to 0◦, and red denotes that there is a
significant contrast between the quality of the corresponding
cells, i.e. far from 0◦. The resultant matrix is anti-symmetric as
the relation between each two cells is bidirectional. This result
is very important as it shows the status-quo to the administrator
and sheds the light on where more participants are needed in
order to balance the distribution among the cells.

V. CONCLUSION

A simple method for the evaluation of coverage within the
context of MCS is proposed. It consists of two main quantities
to be computed: the overall quality, and the relative quality
matrix. Both quantities come from an input map of a cell-
specific quality metric. The overall quality provides a global
picture of the area of interest within the MCS system, while
the relative quality matrix provides insight into the spatial cells
of the MCS system, and the contrast of quality between them.
This allows the MCS administrator to identify which cells are
not yielding reliable readings due to low quality. Furthermore,
the cells that satisfied a certain quality threshold can also be
identified.

The relationship between adjacent cells was also acquired,
which allows the MCS administrator to decide whether to
actively request MCS participants to move from one cell to
another, or change the incentivization policy in a manner that
would introduce new recruits to the area of interest and its
cells, or to achieve coverage uniformity. The notion of cover-
age can further be extended from spatial into spatiotemporal
by considering the variation of coverage within time, treating
cells as adjacent to each other in both, space and time. The
developed metric is of importance for commercial applications
as it provides an analysis toolbox of coverage within the
context of MCS. This allows the MCS administrator to gain
further insights in spite of cost limitations.

Fig. 6: Spy Plot of Qrel
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