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Abstract. Road accidents have a significant impact on increasing death
rates. In addition to weather, roads, and vehicles, human error consti-
tutes these accidents’ main reason. So, driver-safety technology is one
of the common research areas, whether in academia or industry. The
driver’s behavior is influenced by his feelings such as anger or sadness, as
well as the physical distraction factors such as using mobile or drinking.
Recognition of the driver’s emotions is crucial in expecting the driver’s
behavior and dealing with it. In this work, the Convolutional Neural
Network (CNN) model is employed to implement a Facial Expression
Recognition (FER) approach to identify the driver’s emotions. The pro-
posed CNN model has achieved considerable performance in prediction
and classification tasks. However, it is similar to other deep learning
approaches that have a lack of transparency and interpretability. We
use Explainable Artificial Intelligence (XAI) techniques that generate
interpretations for decisions and provide human-explainable represen-
tations to address this shortage. We utilize two visualization methods
of XAI approaches to support our decision of choosing the architecture
of the proposed FER model. Our model achieves accuracies of 92.85%,
99.28%, 88.88%, and 100% for the JAFFE, CK+, KDEF, and KMU-FED
datasets, respectively.

Keywords: Driver-safety - Facial Expression Recognition -
Convolutional Neural Network - Explainable Artificial Intelligence

1 Introduction

As indicated by the worldwide status report on road safety, the World Health
Organization (WHO) announced that the number of annual road traffic deaths is
approximately 1.3 million [32]. The reasons can be a result of the road conditions,
weather, or vehicle, but the main reasons for this tremendous number of incidents
can be attributed to the driver’s behavior. The motorist behavior is affected by
© Springer Nature Switzerland AG 2021
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drinking alcohol, using mobile, fatigue, and other physical factors, but emotions
can also be one of the significant factors that affect driver behavior and increase
accident probability. According to Virginia Tech research, [10] about studying
the risk of a crash, claims that the risk of accidents is influenced by various
motivations such as: drinking, drug, and alcohol, mobile phone dialing, reading
and writing, emotions (i.e., anger, sadness, and crying), reaching for an object,
drowsiness, fatigue, etc.; all these factors are organized concerning its effect on
a driver’s distraction in Fig. 1.

Driven to distraction
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Fig. 1. Different motivations effects of crash risk [10].

As supposed by this study, driving with sadness, anger, or agitation feelings
increases the danger of an accident by almost ten times. While unexpectedly,
drowsiness or fatigue makes a crash three times more likely. At the same time,
eating or talking on mobile-only doubles the risk. Previously, numerous high-
ways show signs that caution drivers to continue driving if they feel tired, and
they should pull over. However, new researches propose that a healthy emotional
state is more significant for safe driving [10]. Emotions can be considered as a
procedure that elevates adjustment to the environment and prepares the individ-
ual for adaptive action [25]. This process is accompanied by expressions such as
face or voice, in addition to some physiological alterations such as an increment
in heart rate. Mesken [20] explained the three functions of emotion concerning
examples about driving. The first function of emotion is the adaptive function,
where emotions are adaptive, and this means they support behavior that is suit-
able for the environment. For instance, when a vehicle’s driver is up to another
vehicle unexpectedly coming from a side street, the dread or surprise reaction
makes the driver brake in a flash. This response is much faster than a more cog-
nitive response. A second function is a communicative or social function. We can
predict others’ behaviors by watching their emotions, but it is difficult to do that
in driving issues, so the drivers can represent their feelings in other ways such
as hand gestures or using horns. The last function of emotions depends on plan-
ning. People may complete their goals by using their emotions. A driver can use
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a hand gesture to express his apologies if he prevents another driver’s progress
during parking to avert a hostile response. Detecting a driver’s emotion is quite
crucial to predicting his behavior; for instance, detecting aggressive driver emo-
tion can help keep the driver safe. This detection can be performed by using
biomedical means such as Electrocardiogram (ECG) or Electroencephalogram
(EEG) sensors [3]. However, these sensors are not comfortable for the driver.
Others use a self-reporting questionnaire, and this is also unpractical because it
needs a lot of effort and time in recording the symptoms [22]. Some approaches
depend on evaluating drivers’ behavior by analyzing data from sensors at differ-
ent vehicle components, such as the steering wheel and pedals. Facial expression
is considered a behavioral approach that monitors the face, eye, mouth, or any
other face component to evaluate the driver’s behavior; it is more reliable, which
indicates the driver state immediately in real-time [6].

Facial Expression Recognition (FER) early approaches used manual feature
engineering to build emotion classifiers. Both feature extraction and classifica-
tion methods are chosen to cope with the datasets [15] such as Support Vector
Machines (SVMs), Modified Principal Component Analysis (PCA), and Lin-
ear Discriminant Analysis (LDA) [21]. Recently, deep learning approaches are
trained to learn emotion features from input images automatically. Deep Neural
Networks (DNNs) have been successfully applied to computer vision tasks such
as object detection, image segmentation, and classification [27]. This advance-
ment is because of the development of Convolutional Neural Networks (CNNs)
[9]. Despite the great accomplishment of deep learning approaches in detection
and classification, most of these systems’ decisions and behavior are less under-
standable for humans. Recently, researchers provided some explainable methods
to illustrate Artificial Intelligence (AI) models to be more interpretable.

This paper has two main goals: first, to identify the driver’s psychological
state utilizing the six basic emotions (anger, disgust, fear, happiness, sadness,
and surprise) to facilitate safe driving. We implement a FER model using CNN
because of the high accuracy it can achieve. Secondly, find the best architec-
ture to achieve the highest accuracy with the lowest possible complexity using
some explainability visualizing methods to illustrate the reasons for selecting a
particular model architecture.

The rest of our paper is structured as follows. Section 2 provides the related
work. The proposed explainable model selection approach is introduced in
Sect. 3. The experimental results are presented in Sect. 4. Finally, we conclude
our work in Sect. 5.

2 Related Work

Although some companies intend to produce fully autonomous vehicles during
the next five years, it is considered as a future step. Furthermore, most companies
depend on semi-autonomous systems such as the Advanced Driver Assistance
System (ADAS) or Driver Monitoring System (DMS), which have seen significant
improvements in recent years. These systems can include automatic parking
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systems, lane assistance, or driver concentration control that help with a way or
another in increasing road safety [12].

The system can identify aggression, fatigue, or drunk driving by recogniz-
ing the driver’s facial expression. This identification aids to improve traffic sit-
uations and reduces accidents occurrence [31]. Some researchers use classical
machine learning approaches such as SVMs, K-Nearest Neighbors (K-NN), Hid-
den Markov Models (HMMs), and Random Forests in FER systems [21]. These
approaches are suitable for small datasets and do not need a massive amount
of computation time, speed, or memory [2]. Jeong et al. [8] presented a FER
method based on geometric features and the hierarchical Weighted Random
Forest (WRF). First, they reduced the number of landmarks used for generat-
ing geometric features. Afterward, they differentiated the facial expressions by
using a hierarchical WRF classifier. Additionally, they developed a new bench-
mark dataset, Keimyung University Facial Expression of Drivers (KMU-FED),
which considers the real driving environment. Their model achieved accura-
cies of 94.7%, 92.6%, and 76.7% for the KMU-FED, CK+, and MMI datasets,
respectively.

On the other hand, deep learning-based approaches have been shown to
achieve high accuracy, and thus many researchers employed them in FER solu-
tions. Du et al. [4] presented a deep learning framework called Convolution
Bidirectional Long Short-Term Memory Neural Network (CBLNN). They used
facial features and heart rate to predict the driver’s emotions using CNNs and
Bidirectional Long Short-Term Memory (Bi-LSTM), respectively. The output
of the Bi-LSTM was used as input to the CNN module. CBLNN classified the
extracted information into five common emotions: anger, happiness, neutrality,
fear, and sadness. To evaluate their model, they used a simulated driving envi-
ronment. They proved that the combination of using facial features and heart
rate increased the accuracy of emotion identification. Lee et al. [14] used a CNN
model for aggressive emotion detection. They used near-infrared (NIR) light and
thermal camera sensors to capture the driver’s images. They evaluated the model
on their dataset. Zhang et al. [34] proposed a model to detect stress by recog-
nizing related facial expressions, anger, fear, and sadness. They used four layers
of the connected convolutional network, which combined low-level features with
high-level features to train the deep network to identify facial expressions. They
used three datasets to evaluate their model that achieved an accuracy of 93.6%
for CK+, 81.3% for Oulu-CASTA, and 97.3% for the KMU-FED dataset.

3 The Proposed Explainable Model Selection Approach

This paper’s main objective is to build a simplified FER model with high accu-
racy to recognize the driver’s facial emotions. To achieve high performance, we
experimented with different CNN architectures. The architecture of the proposed
CNN model results from experiments with a different number of layers with dif-
ferent sizes of convolution kernels. Before applying the CNN model on datasets
images, we used face detection to define face areas, crop these faces from images,
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and remove irrelevant information. After the face extraction, the images are fed
to the CNN model for training.

3.1 Face Extraction

The image’s background may contain unimportant details, which can reduce the
expression’s recognition accuracy. Therefore, the first step of our approach is
detecting the face area, followed by extracting it. We use the Haar Cascades algo-
rithm [30] in detecting the faces in the images. Haar Cascades algorithm utilizes
the Adaboost learning mechanism [13] which picks a few significant highlights
from a huge set to give a productive consequence of classifiers. Haar features
are composed of either two or three rectangles. Face candidates are scanned and
looked for Haar features of the current stage. The weights are constants pro-
duced by the learning algorithm. There is a variety of forms of features, as can
be seen below in Fig. 2. The Haar feature classifier multiplies the weight of each
rectangle by its area, and the results are added together [13].

Fig. 2. Examples of Haar features.

3.2 CNN Model

CNN has dramatically decreased the dependence on physics-based models by
allowing “end-to-end” learning directly from input images. Therefore, CNN
achieves a significant performance in various applications such as image recog-
nition and classification [11]. CNN includes two main stages; the first stage is
the feature extraction layer(s), responsible for features detection. It contains a
convolutional layer(s) and a pooling layer. The second stage is the classifying
layer, which includes a fully connected layer(s) and the final output layer.

Convolutional Layer: This layer extracts different features from the input
image by using a series of convolutional kernels. Each kernel has a particular
task such as sharpening or edge and line detection [5]. In this layer, ReLU is
utilized as an activation function, and it is one of the most popular activation
functions. It does not cause the vanishing gradient that may be caused by other
activation functions such as Sigmoid function.
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Pooling Layer: Pooling converts the spatial information into features and helps
in decreasing memory consumption in deeper layers. There are three types of
pooling, max pooling, average pooling, and sum pooling. The pooling layer does
not have any parameters, and the depth that represents the number of output
features is always the same as the input.

Fully Connected Layers: This layer is responsible for classification, so all
nodes are fully connected to the nodes in the following layer. The output of
the convolution layer before entering the fully connected is usually flattened
into a vector. In the output, the Softmaz function is employed to produce a
value between 0 and 1, based on the model’s confidence. The output class is one
of the six emotions [5]. We endeavor to implement a FER model that fulfills
both goals of simplicity and performance. To specify the optimal architecture
that achieves the highest accuracy, we tried different layers and various filter
numbers and compared each architecture’s performance. We also compared the
model complexity using the number of its parameters. Section 4.2 explains this
comparison in detail and analyzes the results. Furthermore, to deeply understand
the model’s behavior, we employed some interpretation tools to verify different
architectures’ performance and explained the reasons for selecting the proposed
model’s particular design; these tools are described in the next section.

3.3 Explainable Model

Although the deep learning approaches outperform other approaches, it is con-
sidered a black box in its nature, and this is the primary obstruction to use
it. Researchers may undertake many experiments to obtain the perfect model
that achieves the best results specific to their task. However, they can hardly
explain the real reasons for providing a particular model. Indeed, they may not
have a complete conception of illustrating the results of their model. To address
this issue, a new approach, named Explainable Artificial Intelligence (XAI) has
appeared to make the machine learning algorithms more understandable; XAI
does not only give an appropriate explanation to Al-based systems but also
improves the transparency and trust of them [1]. Many interpretability tech-
niques are used to discuss explainability in Machine Learning (ML) algorithms.
We used two of the most frequent interpretation methods in deep learning,
the Saliency map [28], and Gradient-Weighted Class Activation Map (Grad-
CAM) [26].

Saliency Map: It is one of the local interpretable methods which give the
reason for a specific decision and explain it [1]. This map is used to clarify the
importance of some areas in the input image that might be involved in generating
the class prediction. Saliency is calculated at a particular position by the degree
of the difference between that position and its surrounding [7]. Simonyan et al.
[28] tried to categorize the pixels of image Iy dependent on their impact on the
class score function S.(Ip) of class c. The first step to calculate the class saliency
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map M;; is calculating w as the derivative of the class score S, with respect to
image I, S, is obtained from the relation, S.(I) = wl T + b., where w,, b. are
the weight vector and the bias of the model, respectively [28],

w =

(1)

o1 o
M;; = max |wh e (2)

where h(i,j,c¢) is the index at i-th row and j-th column of the element w of
class c

Grad-CAM: This map specifies each neuron’s important values for a specified
decision of interest; it utilizes the gradient information flowing into CNN’s last
convolutional layer. It distinguishes among different classes, wherever it is exclu-
sively highlighting the class regions for the class to be visualized [26]. In other
words, it shows which regions in the image are related to this class. With this
tool, two features from previous methods are combined; the class-discriminative,
which is achieved in the Class Activation Map (CAM) approach [35], and the
high-resolution which is provided by Guided Backpropagation [29]. To specify
the significant values of each neuron for a specified choice, Selvaraju et al. use
gradient information at the last convolutional layer. First, they determine neuron
importance weights a5 [26],

ZZW (3)

where Z is the number of pixels in the feature map, 3 Ak is the gradient of the

score y¢ for class ¢ with respect to the feature map activation A*. Afterwards,
to determine the class-discriminative localization map Grad-CAM L¢, .0 canr
they apply the ReLLU function on the weighted combination of forward activation
maps,

Léraa—cam = RGLU(Z OéiAk) (4)
k

They use ReLLU to highlight only the features that have a positive effect on the
class of interest.

After comparing different CNN architectures, which is discussed in detail in
Sect. 4.2, one can determine the optimal CNN model architecture, which is highly
accurate with the least number of parameters. The model is shown in Fig. 3. It
is composed of three convolutional layers with a 3 x 3 convolution kernel and
a stride value of 1, followed by a max-pooling layer with a 2 x 2 kernel. The
number of filters is 32, 64, 128 for the three layers, respectively. The first layer
has 256 nodes at the fully connected layers, and the second layer has 128 nodes,
with a dropout ratio of 0.5. At the final output layer, there are six nodes for
classifying the six basic emotions.
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4 Experimental Results

To evaluate our model, we used four different datasets. These datasets vary from
using static images or sequences of frames.

Conv_1 Max-Pooling Conv_2 Max-Pooling Conv_3 Max-Pooling
(3x3) (3x3) (3x3)

(10,10,128)

(21,21,128)

(46, 46, 64) (23,23,64)

Input image

(96 X 96)

(96, 96, 32) (48, 48, 32)

Output

FC1 FC2
256 128

Fig. 3. The proposed CNN architecture

4.1 Datasets

Driver’s emotions datasets are scarce, so many researchers used the general FER
datasets such as CK+, Oulu-CASTA, and MMI [8,14]. Others use a simulated
driving environment [4]. Some researchers built their own dataset with images
in a real driving environment, such as the KMU-FED dataset [8]. In this work,
we used both the general FER datasets, JAFFE, CK+, and KDEF, in addition
to a real driving dataset, KMU-FED.

CK+ Dataset: The Extensive Cohn—-Kanade (CK+) [17] has 327 labeled
sequences of frames with two different sizes (640 x 480 and 640 x 490 pixels).
The emotion labels are categorized into seven emotions; anger, contempt, dis-
gust, fear, happiness, sadness, and surprise. The image sequences have various
durations (10 to 60 frames) which contain different lighting levels. The emotion
sequence starts from neutral representation to peak formation of the facial emo-
tion. Therefore, we utilized the last three frames, which are the most expressive
frames to represent the emotion [16]. To do a fair comparison with the recent
approaches [8,16,33,34] in our experiments, we used only the six basic expres-
sions without the contempt emotion. Therefore, the total number of frames is
930 frames.

JAFFE Dataset: The Japanese Female Facial Expression (JAFFE) database
[19] is the most commonly used and oldest FER datasets. It contains 213 images
of 7 facial expressions (neutral as well as the six main expressions) that 10
Japanese female models took. Images are digitized into 256 x 256 pixels. We used
the six main emotions, to perform a reasonable correlation with other approaches
[8,16,33,34]. So the total number of images is 183 images.
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KDEF Dataset: The Karolinska Directed Emotional Faces (KDEF) [18] was
provided by the Karolinska Institute in 1998. It has seven different emotions
(afraid, angry, disgust, happy, neutral, sad, and surprise) with an equal number
of male and female expressions. This dataset has frontal and non-frontal faces,
where each expression is viewed from five different angles. We used just the six
basic expressions with the frontal faces profile, in order to compare equitably
with the ongoing methodologies [8,16,33,34]. Thus the total number is 2504
samples with digitization 562 x 762 pixels.

KMU-FED Dataset: Keimyung University Facial Expression of Drivers
(KMU-FED) [8] contains images in a real driving environment. It consists of
six basic expressions captured using a Near Infrared (NIR) camera installed on
the dashboard or steering wheel. It includes 55 image sequences from 12 sub-
jects with a total of 1106 frames. The image sequences vary in duration (10 to
26 frames) that include various changes in illumination (front, back, right and
left light) and partial occlusions caused by sunglasses or hair. The images have
pixel resolutions of 1600 x 1200 pixels.

4.2 Discussion and Analysis

The model was evaluated using the previous four datasets. It was trained with
70% of the dataset samples, validated with 15%, and tested with 15%. The
number of correctly predicted emotions is provided in each dataset’s confusion
matrix, as shown in Fig.4. After extracting the face region from images, we
applied the proposed CNN model on the input images with different sizes to
determine which image resolution achieves the best results. Each dataset has
the highest test accuracy with particular sizes. Figure 5 shows that the JAFFE
dataset’s highest accuracy is 92.85% with image size 96 x 96. Regarding the CK+
dataset, its most extraordinary performance occurs at size 48 x 48 pixels, and it
is 99.28%. We reached the best accuracy for the KDEF dataset, 88.88% at both
sizes 112 x 112 and 160 x 160 pixels. Finally, the model achieved the highest
performance of 100% for the KMU-FED dataset at three different resolutions;
96 x 96, 112 x 112, and 144 x 144 pixels.

To demonstrate the effect of image resolution on the accuracy, we used the
proposed CNN architecture, as shown in Fig. 3. The image sizes vary from 32 x 32
to 208 x 208. As shown in Fig. 5, each dataset has the best accuracy at particular
resolutions. Both CK+ and KMU-FED datasets are not affected greatly by the
change in the image size. On the contrary, the JAFFE dataset is enormously
influenced by image resolution variations. This influence can be attributed to the
low resolution of the original images in this dataset. Besides, this dataset has few
samples and is the main cause of its weak performance that can be deduced from
Fig. 5. The impact of the resolution variation on the KDEF dataset is moderate.

Also, to show the effect of different CNN model architectures with a different
number of layers and filters, we chose a specified size, 48 x 48, to reduce the
number of parameters, change in the number of layers, and the number of filters
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Fig. 5. Dataset accuracy versus different image sizes

in each layer as shown in Fig.6. For each architecture, there are two varying
values, the number of parameters and the model accuracy. Clearly, the number
of parameters does not depend only on the number of filters in each layer, but it
also relies on the number of flattened values before fully connected layers. The
number of parameters P in a convolution layer can be calculated as

P=(((m-n-d)+1)-k) (5)

Where m is the filter width, n is the filter height, d is the number of filters
in the previous layer, and k is the number of filters in the current layer. For
instance, the highest number of model parameters occurs when only two layers
are employed. On the other hand, when we used four layers, we obtained the
smallest value. The main reason for that, in the first case, the last convolutional
layer before the fully connected layers has a high spatial resolution, 11 x 11, and
then the number of parameters is 4,075,014. However, in the case of four layers,
the image information passes through four layers, so the last convolutional layer
size is 1 x 1, and consequently, the number of parameters is only 164,646. One
can conclude that, in addition to the number of filters, the model’s complexity
depends strongly on the values that are fed to the dense layers. Our main aim is



Explainable Model for Driver’s Facial Emotion Identification 709

45 —_— = 100
4 /\ . /\ - .
~ 2

35
-~

Z 70

s 3 Q
= =
= 0 ¥
e 0 3
- >
£ 2 2
D 40 <9
3 i b
g 30

1]

1
g 20

) m - Wl )
v > & &> & ® & o
RS SR S S A A .
¢ & § ¢ N o
A \b AV br?'\‘” ,5\,« >
S & %
Layers (kernels)
mmparameters ———KMU-FED Accuracy CK+Accuracy  ——JAFFE Accuracy KDEF Accuracy

Fig. 6. Datasets accuracy versus different CNN architectures

to recognize facial expressions with high accuracy and simplicity. The two goals
might seem to contradict, so we tried to balance them using a CNN model with
a small number of parameters and provide the best performance. Thus, in light
of the relationship analysis between the number of layers and both the accuracy
and the number of parameters, we may select the architecture of three layers,
which achieves both goals with the four datasets. However, to verify this model
selection, we used explainable methods to clarify the model’s behavior more
thoroughly. Due to the internal complexity and nonlinear structure of deep neural
networks, it is obscure and perplexing to interpret the reasons for designing a
particular architecture. To state the reasons for using this specific architecture,
we used some visualization tools such as the Saliency map [28], and Gradient-
Weighted Class Activation Maps (Grad-CAM) [26].

Saliency Map: We employed the saliency map with the three different architec-
tures, two, three, and four layers. We can conclude from Fig. 7 that the saliency
map is accurate and precise for three layers’ architecture. The saliency map of
the two layers does not contain any details. Although the four layers of CNN
architecture’s saliency map has a dense view, it is ambiguous for understanding.

Grad-CAM: We applied this method to the input image with three different
architectures. The Grad-CAM of the two layers’ architecture highlights some
facial features such as eyebrows, nose, and mouth. The Grad-CAM of the three
layers is more accurate because it spotlights the facial features that affect the
emotion shape, such as in angry emotion, highlighting the area of the mouth, the
cheeks, and head front as shown in Fig. 7. On the other hand, the Grad-CAM of
the model with four layers is not clear.
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Fig. 7. Grade-CAM and Saliency maps for different CNN architectures (16, 32), (32,
64, 128), (16, 32, 64, 128) layers for angry emotion

We compared our models’ results to some other state-of-the-art FER
approaches in Table 1, our results are comparable to these results. Some of them
used general FER datasets, such as Lopes et al. [16] who used data augmenta-
tion techniques to increase the size of datasets in order to improve the accuracy.
However, their model’s accuracies are 53.44% and 96.76% for JAFFE and CK+
datasets, respectively. Although Yang et al. [33] utilized a more complex model,
the VGG16 model, which consists of 16 layers with 138 million parameters,
their model achieved accuracies of 92.21% and 97.02% for the JAFFE and CK+
datasets, respectively. Pandey et al. [23] provided a combination of the Laplacian
of the input image and the gradient with the original input into a CNN model;
they evaluated their model on the KDEF dataset and provided an accuracy of
83.33%. Puthanidam et al. [24] used data augmentation techniques to overcome
the small size dataset’s challenge, which led to improved performance. The accu-
racies were 100% and 89.58% for JAFFE and KDEF datasets, respectively. We
also compared with other researchers who used a combination of the real driv-
ing environment dataset and general FER datasets. Jeong et al. [8] generated a
realistic driving environment, KMU-FED, and used it to evaluate their model
in identifying the driver’s emotion with the CK+ dataset. Their model provided
accuracies of 92.6% for the CK+ dataset and 94.70% for the KMU-FED dataset.
Also, Zhang et al. [34] utilized the same datasets, and their model’s accuracies
were 93.6% and 97.3% for CK+ and KMU-FED, respectively.
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Table 1. Accuracy (%) comparisons between our approach and the state-of-the-art
FER approaches.

Method JAFFE | CK+ | KDEF | KMU-FED
Jeong et al. [§] - 92.60 |— 94.70
Zhang et al. [34] - 93.60 97.30
Lopes et al. [16] 53.44 |96.76 |— -

Yang et al. [33] 92.21 | 97.02 |— -
Puthanidam et al. [24] | 100 - 89.58 | —

Pandey et al. [23] - - 83.33 |-
Proposed 92.85 |99.28 | 88.88 | 100

5 Conclusion

In this paper, we implemented a CNN model to recognize the driver’s emotions to
expect his/her behavior for safe driving. We evaluated the model on four different
FER datasets, three general FER datasets, and one real driving environment. It
succeeds in recognizing frontal face datasets, whether static images or sequences
of frames, and achieves accuracies of 92.85%, 99.28%, 88.88%, and 100% for
the JAFFE, CK+, KDEF, and KMU-FED datasets, respectively. Because of
the shortage of deep learning’s understandability, we used two interpretability
methods to illustrate the proposed model behavior with its particular architec-
ture. In this paper, we applied our model to frontal faces. So we plan to apply
it on non-frontal samples and evaluate its performance. In our future work, we
will identify the driver’s distraction in real-time with more datasets.
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