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Abstract

A long-standing industrial problem is tackled with an industrial internet of things

(IIoT) application. This thesis presents the hardware design and development of

a wireless sensor network for monitoring ground engaging tools of earth processing

equipment. This work addresses several challenges in the hardware design. The chal-

lenges included establishing wireless communications from within a metallic enclosure,

Investigating the effect of antenna tuning on the link budget, designing a protective

package for the sensor node (SN) to withstand vibrations and mechanical shocks,

and creating a low-power design that allowed for a minimum battery life of one year.

Furthermore, this work puts forward the design of novel application-specific sensors

including a low-power ferrous-selective proximity sensor and a low-cost capacitive

wear-level sensor.

Hardware designs were evaluated with laboratory and field tests. The conducted

tests demonstrated the SN’s functionality and performance in harsh operating con-

ditions. The journey from problem definition and to successful field testing of the

complete wireless sensing solution is covered in this thesis.

In addition, a novel energy-efficient approach to wireless real-time sensing is pre-

sented. For an SN transmitting samples of a discrete time-series in real-time, its
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lifetime depends primarily on its battery capacity. With most of the energy con-

sumed in wireless transmission, this thesis introduces an energy-efficient scheme that

significantly reduces the number of transmitted samples, while maintaining a low

mean absolute error between the original and the recovered signal. The concept of

instantaneous entropy is introduced and a computationally-efficient iterative formula

for computing Shannon’s entropy is derived. The SN evaluates the information con-

tent in each sample and decide whether to transmit or omit the sample. At the sink,

incremental machine learning is used to recover the omitted samples in real-time.

This approach shows an average of 60% reduction in energy consumption by the SN

with less than 2% mean absolute error in the recovered signal. The simulation em-

ployed stationary, non-stationary, chaotic, and random time-series for performance

evaluation and benchmarking.
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Disclaimer

This work was made possible through the software developed by Galal Hassan. His

work on the shovel project covered firmware development for the sensor node, software

development for the sink, and setting up the back-end cloud server including the

dashboard. Furthermore, Galal has contributed significantly to the success of the

shovel project by developing an energy-efficient MAC protocol [1] which allowed for

satisfying the life-time requirement of the sensor nodes.
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Chapter 1

Introduction

The Internet of Things (IoT) is “a dynamic global network infrastructure with self-

configuring capabilities based on standard and interoperable communication protocols

where physical and virtual ‘Things’ have identities, physical attributes, and virtual

personalities and use intelligent interfaces, and are seamlessly integrated into the

information network” [3]. The IoT has various applications in almost every economic

sector, its market size is growing globally and expected to reach 1.6 trillion U.S.

dollars by 2025 [4]. Many underlying technologies contributed to the ubiquity of the

IoT [5]. Examples include, Radio Frequency Identification (RFID), cloud computing,

wireless networks, and by extension, microelectronics.

IoT with an industrial scope are called Industrial Internet of Things (IIoT). The

solutions offered by the IIoT bring significant improvements to the operation of indus-

trial systems. For example, in production lines, the deployment of wireless sensing

devices can enable predictive maintenance, highlight cost reduction opportunities,

and inform quality assurance processes. Another example, in mining operations, the

vertical integration of heterogeneous technologies can streamline processes, expose

unidentified risks, and improve efficiency.
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A major enabler for IIoT applications is the Wireless Sensor Network (WSN) [6].

A WSN is a network of wireless sensing devices called Sensor Nodes (SNs). Despite

the challenges of WSNs [7–9], they are finding their way into lots of applications,

simply because of their low cost, improved scalability and versatility compared to

their wired alternative.

In general, an SN is a hardware electronic device with limited energy and com-

puting resources. The SN is application-specific and is a crucial piece of hardware

responsible for sensing and communicating all the required sensory data. Also, the

SN must withstand environmental and operating conditions throughout its lifetime.

The success or failure of a certain wireless sensing application hinges largely on the

performance of SNs.

In some domains, the spread of WSNs is challenged by the harsh conditions in

which the SN is required to operate. Rugged electronics usually come at a hefty

price tag which is contrary to what WSNs are aiming to offer. Lately, there has been

interest in developing low-cost hardware that can operate in harsh environments [10].

This allows for digitizing industrial processes that have been previously considered

too harsh for embedded electronics.

Every IIoT application has its own requirements, which springs from a unique set

of operating conditions, performance goals, and design constraints. Since application

requirements are the main driver of hardware design decisions, therefore each appli-

cation would need its own custom designed SN. This is in line with the conclusion of

the authors in [11] after a thorough review of the hardware specifications for over 40

different SNs.
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As industrial systems become smarter and more digitized, embedded electron-

ics are expected to spread into new domains [12–14]. Thus, communicating with

electronics embedded in various industrial assets becomes difficult without dedicated

and more capable wireless technologies. Popular wireless technologies used in WSNs

include RFID, Zigbee, Bluetooth Low Energy (BLE), and Long Range (LoRa™).

RFID is a wireless technology developed for remotely and uniquely identifying

tagged objects, people, or other living creatures. RFID is applied in many domains

including supply chain [15], access control [16], live stock management [17], manufac-

turing [18], shipping [19], postal services [20], and healthcare [21]. A typical RFID

system consists of a reader and a number of attachable tags. When a tagged object

is in close vicinity to the reader, the tag receives a wireless interrogation signal which

instructs the tag to reply with its unique identification code. The tag can be active or

passive. Active tags offer more functionality and extended interrogation ranges, but

are more complex and relatively expensive. Passive tags usually harvest the reader’s

Radio Frequency (RF) energy to power up a low-cost printed circuit long enough just

to reply back with its identification code.

Zigbee is a wireless communication standard [22] produced by a group of com-

panies and industry organizations called the Zigbee alliance, which was recently re-

branded to become the Connectivity Standards Alliance (CSA) [23]. In a layered net-

working model, Zigbee inherits the physical and the Medium Access Control (MAC)

layers from the IEEE 802.15.4 standard, then it specifies its own network layer and

provides a framework for the application layer. The Zigbee protocol has been adopted

by many wireless products and is used in WSNs [24] [25], and IoT applications [26].

Bluetooth is also a wireless communication standard produced by a group of
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industry leaders back in 1998 [27] called the Bluetooth special interest group [28].

Ever since, the standard has evolved significantly over the years and was extensively

adopted by many products. The BLE standard offers an energy-efficient variant of the

Bluetooth standard. BLE is more tailored for wireless sensors and energy constrained

devices in general. It is used in many WSNs, and IoT applications.

LoRa™ is another telecommunication standard aimed at Low-Power Wide Area

Networks (LPWAN). It started in 2015 and grew quickly to be adopted by many

products in the IoT domain. The standard is produced and maintained by the LoRa

alliance [29]. Unlike Zigbee, LoRa™ has its own physical layer specification which

was designed with energy-efficiency in mind. On top of the physical layer, LoRa™

offers the LoRaWAN networking protocol to allow interoperability between different

devices. The adoption level of LoRa™ is steadily increasing.

Currently available telecommunication technologies offer a solid foundation for

novel and creative applications. This thesis builds on the current technology to de-

velop an industrial application and uses theoretical concepts to help tackle the energy

efficiency challenge of wireless sensing devices.

1.1 Motivation and Objectives

This work presents the design and development of a WSN in a mining application

that can very well benefit applications in other sectors such as construction, and

agriculture. Furthermore, inspired by the challenge of the SN’s limited energy budget,

a novel sensing techniques is developed using an information-theoretic approach to

reduce the energy consumption of SNs in real-time monitoring applications.

4



In mining, construction, and agriculture, large fleets of earth processing equip-

ment require a consumable part called a ground engaging tool such as shovel teeth,

side cutters, dozer blades, rippers, chisels, hammers, as shown in Figure 1.1. Such

equipment and machines regularly consume significant number of Ground Engaging

Tools (GET).

During operation, GET are exposed to significant levels of fatigue [31], and abra-

sion [32]. Consequently, near the end of their service life, they become prone to

structural failures, which often result in a sudden detachment from the equipment.

A ground engaging tool is a heavy chunk of steel; if it ends up in the wrong place,

it can cause significant equipment damage, and sometimes human injury [33]. Thus,

they require continuous monitoring for regular and timely replacement.

This thesis presents the hardware design and development of a WSN which was

deployed inside the teeth of an operational electric rope shovel in an oil-sand mine

in northern Alberta, Canada. Considering the harsh environmental and operating

conditions of the SN, its success presents valuable lessons in the design of wireless

hardware platforms for harsh conditions such as vibrations, mechanical shocks, dirt,

humidity, and extreme temperatures. Also, the challenge of establishing wireless

communication with an SN installed inside a metallic enclosure is addressed, which

puts forward a successful case for embedding wireless sensors inside metallic parts.
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(a) (b)

(c) (d)

(e) (f)

Figure 1.1: Various types of Ground Engaging Tools [30] used in mining/construc-
tion/agriculture machinery. (a) Excavator blades, (b) Shovel teeth and adapters, (c)
loader-blades, (d) snow-plow-blades, (e) hydraulic-hammer, (f) scraper-blades.
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1.2 Academic Contributions

1. Validation of wireless communication from within a non-hermetic metallic con-

tainer without a custom antenna [34].

2. Design and implementation of a low-power ferrous-selective proximity sensor

more suited for wireless sensors [35].

3. Design and implementation of a low-cost, low-power, capacitive thickness probe

which allows for measuring wear on a metal part with minimal change to its

mechanical structure (Chapter 3).

4. Derivation of a maximum dynamic range formula for voltage divider sensing

circuits which allows for maximizing the sensitivity [36].

5. Introduction of entropic sensing as an energy-efficient approach to real-time

wireless sensing [37].

6. Introduction of Instantaneous Entropy (IE) as a way to quantify the rate of

accumulating self-information in a time-series. Moreover, introduced entropic

filtering as a down-sampling method for time-series in real-time [37].

7. Derivation of an iterative formula to efficiently compute Shannon’s entropy for

time-series which can be implemented on resource-limited hardware [37].

1.3 Industrial Contributions

1. The design and development of a low-cost, rugged SN to monitor the teeth

adapters of a mining shovel. The SN carried nine sensors providing compre-

hensive situational awareness and redundancy for reliable proximity sensing to
7



monitor mechanical integrity. The packaging was able to withstand an 8 ton

impact force without loss in functionality while having minimal attenuation to

the wireless signal through the exclusive use of low-permittivity materials [38].

2. Development of an integrated system to monitor the teeth adapters of an electric

rope shovel allows Syncrude Canada Ltd. to reduce the probability of having

stray metal in the ore and hence, reduce damaged crusher incidents and down-

time. The solution combined a LoRa™ [29] WSN with a cloud-based back-end

to facilitate real-time off site monitoring and enable sensory data analysis.

3. Field testing the developed system on an operational shovel in an oil-sand mine

(Chapter 4).

1.4 Thesis Organization

The thesis is organized as follows. Chapter 2 presents background. Chapter 3 de-

scribes the system’s hardware design and all its components in detail. Chapter 4

discusses the implementation and field tests. Chapter 5 presents the topic of entropic

sensing, develops the novel approach with an implementation and discusses its simu-

lation results. Finally, Chapter 6 concludes the thesis and gives directions for future

work.
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Chapter 2

Background

In this chapter, we build some background about hardware platforms in general and

wireless sensors in particular. We explain the major components of an SN and de-

scribe their functional roles. Then, we cover previous related work in monitoring

GET and discussed the two approaches followed in the industry to develop a working

solution. Finally we discuss our adoption for one approach over the other in light of

the application at hand.

2.1 Hardware Platforms

A Hardware Platform (HP) is a generic piece of hardware that is intended to host

a wide range of analog and digital sensors depending on the given application. The

sensors plus the HP is what we refer to as the SN. In this section, we give an overview

of HPs in the literature. Furthermore, we discuss the reason for designing our own

HP instead of adopting a previous design.

Arkas [39] was designed to monitor snowfall. It uses an ultrasonic sensor wired

to the HP, which connects back to a server through Zigbee at 2.4GHz. The Arkas is

intended for open-air environments, and its dimensions are 6.5× 6.5× 2.5 cm. This
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HP supported up to seven analog and 16 digital inputs. The sensor is meant to have

its own package and connect externally to the HP’s input ports.

A low-power SN was developed in [40] for environmental monitoring. A ZigBee

transceiver working at 2.5 GHz was used, a second version was developed using the 868

MHz band. The system had two voltage regulators, which caused an efficiency drop

in terms of power consumption. The sensors utilized were digitally interfaced to the

controller using Maxim’s proprietary 1-Wire protocol. The system was implemented

and partially deployed with a reported three km range and a battery lifetime of more

than three years with a bulky 10Ah battery. Again, an open-air environment was

assumed for this HP.

In [41], an HP intended for instrumentation and predictive maintenance. The

implementation employed inertial and position sensors. The HP utilized standard

RF interfaces (e.g., Wi-Fi, Bluetooth). The hardware design consisted of a generic

part, and external sensors to be wired as needed by the given application.

The RoSe is an application-specific SN rather than a generic HP [42]. The RoSe

is a good example of a robust ultra-low-power SN. It operated at a sub GHz band.

The work in [42] represents a well-thought-out design process and a rigorously tested

product. The RoSe introduced the concept of an overmolded antenna housing and

highlighted components that cannot withstand the injection molding process. The

RoSe was designed for food monitoring applications which assumes an open-air envi-

ronment around the antenna. The transceiver used (Semtech: SX1211) had a maxi-

mum output power of 12.5 dBm.

The work in [43], describes an SN employing a RFID energy harvesting technology

to power its components when interrogated by an RFID reader. The SN utilized a
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printed dipole antenna to harvest RF energy, and assisted by a dynamic impedance

matching network. The interrogation range was up to 1.5m, which is suitable for

passive RFID applications but, insufficient for WSNs.

The authors in [44] have demonstrated an integrated System on Chip (SoC) solu-

tion to minimize power consumption. Their WiseNet node architecture has achieved

a low level of power consumption down to 1mW in receive mode with a -95 dBm

sensitivity at 24 Kbps. The goal was to introduce a generic SoC for designing energy-

efficient SNs. The transmitter supported some of the Industrial Scientific Medical

(ISM) band frequencies (433 and 868 MHz) and had an output power up to 10 dBm.

Sprouts [45] [46] is an HP offering a multitude of hardware features designed

specifically for industrial monitoring. A Plug and Play (PnP) protocol [47] enables

interchangeable sensing modules for different applications. An energy harvesting

module with an optional backup battery for an extended lifetime. A remote triggering

circuit for the transceiver to reduce its active time and contribute to the energy budget

of the SN. A custom patch antenna, tuned to the SN’s metallic enclosure [48]. A

stackable circuit board, allowing for extending functionality. Figure 2.1 shows the

hardware architecture of Sprouts.
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Figure 2.1: Sprouts hardware architecture. Reproduced with permission from [49].

Sprouts was designed to monitor a vibrating screen in an oil sands mine [50]. Later,

it was framed as general-purpose HP for IoT . Sprouts was proposed to be used for

monitoring GET [51]. Sprouts has hardware features needed for industrial monitoring

applications. In Sprouts, integrating the microcontroller and the transceiver helped

reduce its form factor; however, other applications may dictate the decoupling of the

control and the communication module.

When it comes to different application domains, several design constraints can

change. Consequently, a different SN will emerge from the design cycle. This is

obvious in [52], where the requirements for multimedia applications have dictated the

use of a power-demanding processor chip and a high bit-rate transceiver (Bluetooth).

Industrial WSNs with a low data rate requirement will not benefit from the platform

presented in [52].

For monitoring GET, the hardware requirements of the suitable SN will render

existing platforms inadequate. For example, several SNs presented in the literature

assume an open-air environment, and some SNs have a large form factor incapable
12



of fitting into confined cavities. Furthermore, they cannot withstand harsh operating

conditions.

As seen in the reviewed work, SNs are custom developed for each industrial ap-

plication. For example, to monitor the impeller wear for a centrifugal pump [53], to

count the grains in a seed drill [54], monitor water pipelines [55], aid search and rescue

robots in hazardous situations [56], or monitor axial tension in the bolts of a steel

structures [57]. Numerous other examples can be added to the list; however, we have

not encountered any record of an SN repurposed for a different application domain.

This is in line with the arguments in [11], which asserted the need for custom-designed

SNs in each application. Thus, the claim that an HP will satisfy the requirements of

any application is unattainable with current technologies. Such a claim may be at-

tainable in subdomains of applications with specific definitions for their requirements

and operating conditions.

2.1.1 Hardware Architecture

The typical internal hardware architecture of an SN is composed of four units as shown

in Figure 2.2. The illustrated units provide the four core functions of any SN. Some

implementations may utilize chips that integrate two or more units to create a small-

size design, while other implementations segregate the units to introduce modularity

and streamline future hardware and firmware development. In this section, we will

introduce each unit in detail and discuss its currently available examples.
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Figure 2.2: The block diagram of a typical sensor node.

Sensing

The sensing unit provides the sensory data dictated by the application requirements.

It consists of transducers and their signal conditioning circuit. A transducer is a

device that converts a given physical quantity to an electrical signal. The signal

conditioning circuit is responsible for interfacing the special electrical output of the

transducer to a standard input/output port on the microcontroller.

The sensors in this unit has to be suitable for wireless sensing applications in terms

of their power consumption, size, and complexity. Examples of sensors include tem-

perature, pressure, humidity, touch, light, motion, vibration, proximity, gas, smoke,

position, tilt, strain, magnetic field, ultrasonic, infrared, flow, and liquid level.

Control

The control unit is practically a microcontroller. A typical microcontroller consists

of a processing core, memory, a timing circuit, and some peripherals.

The processing core takes care of executing firmware instructions. It consists of

an Arithmetic and Logic Unit (ALU), a Control Unit (CU), a communication bus,

and a set of registers. The majority of available core architectures are proprietary,

which means writing a portable firmware is almost impossible, however, there has
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been some recent effort to release an open source processor architecture called RISC-

V [58] (pronounced risc five), which started initially for desktop processors but is

expected to propagate into the domain of microcontrollers.

The memory is divided into three main types. First, the flash memory, which is

non-volatile and fast, hence used for storing the firmware. Second, the Random Ac-

cess Memory (RAM), which is volatile and fast, hence used only in run-time because

it cannot retain data in shutdown. Third, the Electrically Erasable Programmable

Read-only Memory (EEPROM), which is non-volatile and slow, hence used for run-

time data such as settings, parameters, and calibration data.

The timing circuit consists of one or two external oscillators and an internal clock

distribution network. microcontrollers with two external oscillators use one for the

normal active mode and use the other with lower frequency in power-saving sleep

modes. The internal network takes care of clock division and distribution to properly

trigger different parts of the system and maintain synchronization.

Peripherals are the microcontroller window to the outside world. Each micro-

controller has its own set of peripherals which makes it suitable for certain appli-

cations. Examples of common peripherals include General Purpose Input/Output

(GPIO) ports, Analog Digital Converter (ADC), comparator, Pulse Width Modula-

tion (PWM) driver, and communication buses such as the Inter-Integrated Circuit

(I2C) bus, the Serial Peripheral Interface (SPI) bus, and the Universal Asynchronous

Receiver Transmitter (UART) bus.

The peripherals may include components that can support other core functions

in the SN such as sensors (e.g., temperature, supply voltage) and even an integrated

wireless transceiver.
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Communication

The communication unit is basically a wireless transceiver which supports one or

more communication standards. The transceiver usually needs its own oscillator and

requires some external components such as the balun circuit, the RF switch, the

matching circuit and the antenna.

The balun circuit converts balanced differential signals to unbalanced single-ended

signals. The RF switch enables the transceiver to switch between receive and trans-

mit modes. The matching circuit lies right before the antenna to match its input

impedance to the output impedance of the transceiver circuit for reducing signal re-

flection by extension internal power losses. The antenna is the radiating element

which sends or receives propagating Electromagnetic (EM) waves within one or more

specific frequency bands.

Power

The power unit is responsible for providing all components with enough power to run

smoothly in any firmware dictated configuration, and enough energy to satisfy the

lifetime requirement of the SN.

This unit is usually a storage device or an energy harvesting device or a combi-

nation of both. The dominant examples of a storage device is a battery. Examples

of energy harvesting devices include RF energy harvesting circuits [45], Photovoltaic

(PV) cells, EM induction coils, thermoelectric peltier modules, and piezoelectric ma-

terials.
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2.2 Monitoring Ground Engaging Tools

There has been a profound interest in monitoring GET for construction, agricultural,

and mining equipment. Worth mentioning that commercial interest in such a solution

is highlighted by the number of patents reviewed in this section. Currently, two

distinct approaches exist for monitoring GET [59]: image-based and wireless sensing

solutions. In this section, we will go over both methods and review previous works

in each method.

2.2.1 Image-Based Solutions

Image-based solutions employ several types of imaging technologies. Examples in-

clude visible light,infrared, and laser-imaging, detection, and ranging (LIDAR).

The invention in [60] utilized a thermal imaging camera to monitor thermal inserts

inside the ground engaging tool. The inserts were embedded in the tool to provide

significant thermal contrast for the camera to detect the tool’s presence and wear

level.

The inventions in [61–63] use a set of image sensors (e.g., LIDAR, camera) mounted

at different viewing angles to the ground engaging tool to capture real-time 3D data

and compare it with a pre-loaded 3D model to estimate the tool’s wear level and

detect its loss.

The typical image-based method employs a video camera assisted with an image-

processing algorithm that can process video frames in real-time. A good example

of a commercial product utilizing this method is presented in [64]. More recently,

the implementation of such a method was reported in academic research [65]. The

solution in [65] involved the typical setup and utilized a neural network to process
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the frames in real-time. The system detected the shovel’s bucket, the material inside,

and the teeth with 96% accuracy. Worth mentioning that poor weather conditions

were not considered in the study.

In [66], an offline method is presented where a technician would take photos of

the ground engaging tool when the equipment is idle. The photo is uploaded to a

cloud server for processing, results returned to the mobile application in the form of

an estimate for the tool’s end of life.

Even with enhanced image processing techniques, the inherent variability in the

visual scene (lighting, weather conditions, type of ore) leaves the camera-based ap-

proach prone to errors. Furthermore, the need for machine learning in this method

introduces a significant cost to develop, train, and maintain its software even af-

ter deployment. Also, the image-processing overhead can be resource-demanding in

terms of computing power. However, this monitoring method is passive, which means

the installation cost is reduced since it does not require any intervention with the

ground engaging tool. On the other hand, the image-processing algorithm must be

redeveloped and tuned for each particular piece of equipment.

2.2.2 Wireless Sensing Solutions

Wireless sensing solutions use WSNs to collect measurements directly from the ground

engaging tool. Usually, the WSN in this solution type is configured in a single-hop

star topology to reduce latency. In this section, we will discuss previous work in the

wireless sensing approach and highlight its viability.

In [51] and [49] [67], the use of Sprouts was proposed for monitoring GET. How-

ever, the actual implementation had not been developed. While such works presented
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a good feasibility analysis, some aspects of the proposed implementation were imprac-

tical. For example, in [51], the SN required a hole drilled in the shovel tooth to install

the antenna. The hole depth and diameter are hard to achieve with current ma-

chining or casting technologies. Also, a hole in the tooth is undesired since it may

compromise its structural integrity and shorten its expected lifetime.

The invention in [68] comprises of an SN embedded in a recess in the ground

engaging tool’s structure and open to the exterior. While common sense would predict

severe damage to the SN in such a location, it is safe and has the advantage of

efficiently radiating EM waves. Thus, the SN in [68] can easily use Bluetooth or a

similar technology to communicate with its sink. This patent is now a commercial

product [69].

In [70], the inventors present a WSN with an SN equipped with an ultrasonic

sensor to monitor the ground engaging tool’s wear-level on agricultural graders, bull-

dozers, or earth processing equipment in general.

The invention in [71] is perhaps the closest previous work to the work in this

thesis. While it utilizes an SN with a proximity sensor.

For monitoring GET, wireless sensing solutions require far less real-time data pro-

cessing compared to image-based solutions. While WSNs are not passively deployed,

they can monitor any ground engaging tool and, by extension, any industrial asset

using the same system. The only equipment-specific part of the network is the SN.

We steered our efforts towards wireless sensing because this method directly mea-

sures the state of the ground engaging tool. Thus, it has the potential to monitor

the tool with more certainty compared to image-based methods. Furthermore, em-

bedding an SN inside the tool would offer the opportunity to monitor more variables
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directly such as internal temperature, mechanical shocks, acceleration, wear-level, and

equipment utilization. Finally, with wireless sensing, the system will be decoupled

from poor weather and low-light conditions.

2.3 Summary

In this chapter, we introduced some background for hardware platforms and SNs.

we over-viewed the previous related work in monitoring GET, and concluded our

approach for developing a working solution.
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Chapter 3

System Design

In this chapter, we will introduce our case study, explain the application requirements,

and discuss the system design in light of such requirements. The discussion will

cove all system components and will dive deeply into the SN’s design including the

application specific sensors developed in this work.

Mining oil sands, is a complex process that requires numerous critical factors to

be in sync for the process to stay economically viable [72]. It starts with massive

electric rope shovels (payload ≈ 100 metric ton) digging the ore out of the ground,

as shown in Figure 3.1. Then a large fleet of hauler trucks carries the ore back to the

processing plant where the rock crusher sits at its inlet. The crusher’s function is to

grind the mined rocks down to manageable sizes. The crusher is operational around

the clock to feed the plant continuously. Thus, its downtime is a direct cause of costly

production cuts.
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Figure 3.1: The first stage in an open-pit oil sands mining process.
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One of the primary reasons for the crusher’s downtime is the unnoticed presence

of scrap steel chunks in the ore that can jam the crusher causing serious damage.

Often during the dig, a shovel adapter/tooth will break, fall in the hauler truck, and

end up in the inlet of the crusher, jamming it and causing significant maintenance

bills, a few hours of halted production and in some cases, human injury [33]. Scrap

steel can damage other equipment as well. For example, at one of the oil sand mines

in Fort McMurray, Alberta, Canada, a detached tooth got stuck on a conveyor belt,

causing nearly a kilometre long rip in the belt, which incurred a huge maintenance

bill that could have been avoided if the tooth was promptly retrieved right after it

became detached. In our case, the projected cost of monitoring GET with a WSN is

significantly lower than the cost of potential damages resulting from their accidental

detachment.

The targeted shovel has a bucket with nine adapters. Each adapter has two arms

to sandwich the bucket’s lip. Each arm has an internal cavity, as shown in Figure

3.2. As reported by mining field technicians, adapters break at the arms. Thus, an

SN is installed in each arm to monitor its integrity, bringing the total number of SNs

to 18.
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Upper Arm

Tooth

Adapter

Lower Arm

Cross-section

Figure 3.2: The adapter/tooth assembly of the designated electric rope shovel.

When an adapter breaks, it could end up either buried underground, exposed on

the ground, or in a hauler truck, depending on one of four possible scenarios as listed

in Table 3.1. The SN must be able to identify these scenarios and communicate its

status accurately at all times.

Table 3.1: Breakdown of adapter detachment events.

Bucket Adapter

Scenario 1 Engaging ground Buried underground

Scenario 2 Engaging ground Exposed on the ground

Scenario 3 Lifting payload Exposed on the ground

Scenario 4 Dumping payload In the hauler truck
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The system, as shown in Figure 3.3, is a single hop star topology WSN. The SNs

are installed inside the adapters. The sink is mounted on the operator’s cabin. Other

sink nodes are installed along the truck’s route to the crusher, as shown in Figure

3.5, to pick up any signals from a detached adapter before it reaches the crusher.

Figure 3.3: Network diagram.

Each sink is connected to a back-end cloud server as shown in Figure 3.4. The

cloud server hosts a dashboard application [73] which enables offsite users to access

real-time data and create a data repository to facilitate advanced analytics of the

industrial process. Local system alarms are not triggered by the cloud server but are

instead handled by sink nodes to avoid basing the reliability of time-critical alarms

on the cellular connection.

The typical design challenges of SNs are: power consumption, wireless link perfor-

mance, mechanical robustness, and cost. Addressing all challenges concurrently will

often lead to conflicting design requirements. Establishing a delicate balance between

such requirements is simply the key to a successful hardware design.

The hardware design of our SN follows the typical architecture of SNs in Figure

2.2. The architecture of our SN is shown in detail in Figure 3.6. However, in energy
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Figure 3.4: System block diagram.

harvesting applications, the flow of power and data between the units is different from

what is illustrated in Figure 2.2. In this section, we will discuss the design of each

unit in detail.

The design requirements for the SN are divided into categories; each decomposes

into several lower-level requirements in a tree structure. A summary of the tree is

shown in Figure 3.7. The tree allowed for identifying conflicts quickly and helped in

guiding mitigation strategies during design.

The essential function of the SN is to monitor the proximity of the adapter to the

shovel’s bucket during active operations. Whenever an adapter is detached, the SN

will notify the sink and, in turn, the operator in real-time.

Developing proper design requirements is an iterative process that benefits signif-

icantly from experience. Designing for better performance while minimizing and/or

balancing conflicts requires proper technical competency and up-to-date knowledge
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Figure 3.5: System overview.
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Figure 3.6: A detailed block diagram of our sensor node.

of available components in the market. While the actual tree had many conflicting

requirements, the summary in Figure 3.7 shows only three. As an example, we will

discuss conflicts 2 and 3. To maximize the battery capacity as in requirement (Req)

3.1.2, we need to add as many cells as possible without over-sizing the SN as in Rq

1.2, which gave rise to conflict 2. Further on, conflict 2 sparked Rq 3.1.1, which nar-

rowed down the choices of battery chemistry and created conflict 3. Consequently,

we chose a battery chemistry (Lithium-thionyl Chloride) that provided high energy

density while withstanding temperatures in Rq 2.1.
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1 Core requirements
1.1 Sensing

1.1.1 Proximity sensing
1.1.1.1 Inductive

1.1.1.1.1 Max coil diameter
1.1.1.1.1 Max coil layers

1.1.1.2 Capacitive
1.1.1.2 Magnetic force

1.2 Conditions sensing
1.2.1 Temperature
1.2.2 Battery voltage
1.2.3 Vibrations

1.2 Size has to fit the cavity..............................conflict 2
1.3 Communications

1.3.1 Min latency
1.3.2 Min packet loss ratio
1.3.3 Max range (> 25 m)

1.3.3.1 Antenna matching
1.3.3.2 Max Tx power...................................conflict 1

2 Mechanical robustness
2.1 Temperature tolerance: -40 to 85°C.....................conflict 3
2.2 Vibration tolerance
2.3 Mechanical shock tolerance

3 Lifetime (> 1 year)
3.1 Battery

3.1.1 Max energy density..................................conflict 3
3.1.2 Max capacity.........................................conflict 2

3.2 Power consumption
3.2.1 Min Tx power.........................................conflict 1
3.2.2 Min active time

Figure 3.7: A summary of the sensor node design requirements tree. ”Max” and
”Min” stand for maximize and minimize respectively. Tx stands for transmit.
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3.1 Sink

The sink houses several hardware modules, as shown in Figure 3.8. The Raspberry Pi

4 (RPi) is a Single Board Computer (SBC) running Linux and serves as the central

manager of all the other modules. It connects over Wi-Fi to the cabin-mounted

tablet. A Hardware Attached on Top (HAT) is a standard hardware module that

can be stacked on top of the RPi. In this setup, the RPi has 3 HATs: First, the

4G-LTE HAT (Quectel EC25-A), which houses a data-enabled sim-card [74] and

allows for a connection through cellular networks to the back-end server. Second, the

uninterruptible power supply (Pi Supply: PIS-0212) is supported by a 5 Ah lithium-

ion battery to ensure the sink will be online (for a few hours) in case of a power

interruption, this allows for backing up any queued data and safely shuts down the

node until power is restored. Third, the LoRa™ Gateway (RisingHF: RHF0M301)

connects to all the SNs over multiple channels in the Industrial, Scientific & Medical

(ISM) band of 902-928 MHz. All the hardware was housed in a weatherproof (IP67)

box.
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Figure 3.8: Block diagram of the sink hardware setup.

3.2 Control

The control unit is an ultra-low-power microcontroller (Texas Instruments: MSP432P401R).

It connects to all the sensors through the I2C bus, and connects to the LoRa™

transceiver through the Serial Peripheral Interface (SPI) bus. It is programmed

through the JTAG interface and utilizes two oscillators; a 16MHz oscillator for the

active mode, and a 32.768 kHz for the low-power mode.

The firmware handles low-level sensing functions and the MAC protocol managing

the LoRa™ transceiver. More on the MAC protocol in Section 3.4.5. The setup part

of the firmware configures the sensors and the transceiver by loading preset data to

their internal registers. The firmware use a Real-Time Operating System (RTOS) to

schedule different tasks and handle interrupts.

The design allowed the controller to shut down all other components when needed

and go into a deep sleep mode to save energy (current consumption down to 150 nA)
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when the shovel is idle. Usually, the long wake-up time (1.1 ms) becomes a concern

when going into the deep sleep mode; however, in our case, the shovel takes a lot

more time (tens of seconds) to transition from idle to active.

3.3 Power

Req 3, in Figure 3.7 dictated a constrained energy budget, given the limited space

inside the cavity. Consequently, a number of energy-saving measures were taken.

On the communication side, as aforementioned, we use a custom energy-efficient

MAC protocol [1] [75]. Additionally, firmware optimization allowed for considerable

savings in the energy budget. To quantify the energy demand in the design stage, we

identified the duty cycle of the SN, which is composed of the following tasks: wake

up, collect sensory data, activate the radio, transmit a data packet, and sleep.

On the storage side, we balance Req 3.1.1 and Req 2.1 in Figure 3.7. Req 3.1.1

was invoked by the limited room inside the adapter’s cavity. Req 2.1 was introduced

because of the very low operating temperature at the oil-sand mine in Fort McMurray,

Alberta, Canada (down to -40°C [34]). After considering size and cost constraints, we

chose an AA-size battery (SAFT: LS14500) with a rated capacity of 2.6 Ah (at 3.6

V). The design could accommodate up to nine parallel cells inside the SN’s package.

This boosts the maximum continuous current allowed (up to 450 mA), and the total

rated energy capacity (up to 301.48 kJ). While, the chosen battery can stay functional

in frigid temperatures, its capacity drops to almost a third of its rated value at room

temperature. Thus in order to estimate the usable energy capacity, we assumed a

conservative factor of safety of 0.5, which brought the budgeted energy capacity down

to 151.74 kJ.
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Table 3.2: Rated power consumption of devices onboard PCB-full (@ Vsupply = 3.6
V).

Devices Active mode Sleep mode Deep Sleep/
Shutdown mode

Controller 4.6mW 540 nW 90 nW (@ LPM4.5)

Transceiver Tx:425mW, Rx:15mW 4.3 µW 576 nW

Se
ns

or
s

Capacitive 10.8mW 216 µW 3.6 µW

Inductive 11mW 126 µW 3.6 µW

Light 341 µW to 647 nW ≈ 0 ≈ 0

Accelerometer 648 µW to 180 µW 18 µW Not available

Finally, we simulated the energy budget using our measurements in Chapter 4,

Section 4.4 while adjusting the frame rate to balance the budget and satisfy the

lifetime requirement. The adjusted frame rate was estimated at 4.65 frames per

minute. In other words, the SN can transmit a data packet every 13 s for at least one

year. On the other hand, the shovel is expected to be idle a few times throughout

the year, which will cause the SN to go into a deep sleep mode. This will increase

the lifetime even more depending on the number of times the shovel is idle.

While the chosen battery cell balanced our energy budget, it came with some

disadvantages. First, it contained toxic chemicals, which means the SN must be

properly disposed of at the end of its lifetime. Second, it carried a risk for overheating,

leaking or even exploding if shorted, which was the case in one of our impact tests for

the SN when the testing weight dropped on the SN caused a bend in one of the pins

in the programming connector, causing a short-circuit between the battery terminals.
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3.4 Communication

Industrial equipment is generally made of metallic parts (e.g., steel) for their high

strength, ductility, and durability. These properties allow industrial equipment to

withstand high levels of mechanical stress. However, while metals have numerous

desirable mechanical properties, their high electrical conductivity causes reflection

and attenuation to electromagnetic waves. This high electrical conductivity makes it

hard to install wireless sensors inside metallic industrial equipment.

Machinery, equipment, and industrial assets with metallic enclosures and struc-

tures are prevalent in industrial settings, for example, pumps, turbines, metallic pipes,

valves, combustion chambers, engines, pipes, chemical reactors, motors and robotic

arms. Their control systems must have some sort of feedback in order to stabilize

and optimize their operation. As the future pushes for smarter and more automated

equipment and machines, the need for transmitting wireless data from and to metallic

enclosures becomes more pressing.

As shown in Figure 3.9, industrial enclosures can be divided into two types (based

on their material): metallic and non-metallic. Metallic enclosures are made com-

pletely or partially from metals. Metallic enclosures pose a more significant challenge

on the hardware design because of their high electrical conductivity. Further, en-

closures can be sub-classified (based on the type of concealment) into two types:

hermetic and non-hermetic.

Non-metallic enclosures are made entirely from non-metals. This type of enclosure

(whether hermetic or non-hermetic) does not pose any challenges because arbitrary

RF signals are able to propagate through these enclosures with minimal attenuation.

Hermetic Metallic (HM) enclosures are sealed and can be described as airtight.
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Industrial Enclosures
Metallic

Hermetic Metallic (HM)
Non-hermetic Metallic (NHM)

Non-Metallic
Hermetic Non-metallic (HNM)
Non-hermetic Non-metallic (NHNM)

Figure 3.9: Classification of industrial enclosures according to their material and level
of sealing.

In other words, the metallic structure provides no or negligible clearances between its

metallic components. Examples of HM enclosures are: pumps, turbines, gas cylinders,

and combustion engines. This type of enclosures is beyond the scope of this work

because, wireless communications from within these enclosures cannot be achieved

by a propagating electromagnetic wave, however, it requires different techniques [76],

which are classified into either electromagnetic techniques (inductive coupling, capac-

itive coupling, and magnetic resonance coupling) or acoustic techniques.

Non-hermetic Metallic (NHM) enclosures are those with a low level of conduc-

tive concealment. They are often designed to provide mechanical, environmental, or

chemical shielding from abusive conditions. Non-hermetic Metallic (NHM) enclosures

have relatively large clearances between the metallic components of their structure.

They can still be described as airtight if the containment structure is not fully metal-

lic. Examples of NHM enclosures are shipping containers, refrigerators, and industrial

ovens.

NHM enclosures are very common in countless industrial applications. This en-

closure type can represent any industrial setting where the SN is surrounded mainly

by metals but not from all directions. Thus, the assumption is that it is possible for

the RF signal to propagate and reach its destination. In this work we investigate the
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propagation of RF signals transmitted by an SN from within an NHM enclosure.

Low frequencies (sub GHz) hold the best potential in escaping industrial NHM

enclosures because free-space path loss is directly proportional to the signal’s fre-

quency [77]. However, the lower the frequency, the larger the antenna, which is a

design conflict that can be mitigated by application requirements.

3.4.1 Approach

For enabling EM waves to escape the enclosure with enough power to reach the

destination reliably, there are two methodologies to that can be followed. The first

one works by treating the metallic enclosure and its gaps as a resonant cavity [78].

This means several aspects of the design have to be optimized to a specific enclosure

given its exact dimensions. This entails a custom antenna design considering its

position and orientation inside the enclosure, and the frequency of operation fo . If

the SN were to be installed in a different enclosure, its performance would differ in

an unanticipated manner. While this method allows the wave to escape the enclosure

more efficiently (using less transmit power Pt ), it only works for the predefined

enclosure. In other words, the antenna design process will have to be repeated for

any other enclosure.

The second method is more generic and applicable to almost all enclosures; how-

ever, it is more energy demanding. It starts by calculating the cutoff frequency fc

(lowest resonant frequency) of the enclosure and its gap and choosing a higher op-

erating frequency f o for the platform. Then it is a matter of getting a transceiver

with sufficient transmitting power that can balance the link budget at the required
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range R given the receiver’s sensitivity Smin. This may come at the expense of in-

creased energy consumption and reduced lifetime. Thus, the number of data packets

transmitted Np and the size of data payloads should be optimized to balance the

energy budget. Also, this method is more cost-effective since it is more generic and

decoupled from a specific enclosure geometry.

The SN is located inside the adapter of the shovel tooth. According to our initial

field investigations, most adapter failures occur along the cross-section of its arm, as

shown in Figure 3.2. This means the SN inside the arm’s cavity will be compromised

in a such an event. This led us to require the SN to transmit its status update as

frequently as allowed by the energy budget.

The sink is placed on top of the operator’s cabin. The distance between the SN

and sink is at most 25 m throughout the dynamic span of the bucket. Since the

adapter is made of steel, the SN’s inside its internal cavity will have a hard time

emitting electromagnetic waves because the steel adapter behaves like a Faraday

cage [79]. Modifying the structure to allow for efficient radiation was prohibited

by the industrial partner over concerns of compromising the adapter’s mechanical

integrity. To satisfy Rq 1.3 and establish a reliable wireless link, we exploited the

dimensional clearances in the adapter’s cavity, which was non-hermetic with gaps

(5 → 10 mm) along the edge of the adapter’s arm, as shown in 3.15. These gaps

weaken [79] the shielding effect of the steel cavity and allows the signal to escape the

cavity with enough power to reach the sink reliably.

With the SN installed inside the shovel adapter, it is not an option to retrieve it

midlife to replace its battery. Thus, its energy budget has to allow for a lifetime that

matches or exceeds that of the adapter, which is approximately one year.
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3.4.2 Experiment

We designed an NHM enclosure model as shown in Figure 3.10 and Figure 3.11. The

base and the cover were each machined from a single piece of steel. It has two identical

gaps (228.6 × 1 mm) on opposite sides. The depth of each gap is 76.2mm. A total of

eight screw holes were threaded on the edges to secure the cover tightly to the base.

The total weight of the model is 23 kg. The dimensions of this model are chosen to

mimic the cavity in the shovel’s adapter in our case study. The gaps in the model

are similar to those between the adapters and the shovel’s bucket when the adapter

is installed. The signal is received by an antenna mounted on top of the operator’s

cabin, which is about 25m away from the moving bucket.

From a signal propagation standpoint, representing various industrial enclosures

with one physical model is infeasible. However, a model representing an extreme RF

shielding case could be used to set a lower bound for the performance of the SN. With

a gap of only 1mm, this model has a significant shielding effect compared to typical

industrial NHM enclosures, which usually have wider gaps and openings. Thus, the

SN that proves to work for this particular enclosure is likely to work for other less

concealed enclosures.

The modem chip selected for our platform was the Semtech SX127x. It incorpo-

rates a LoRa™ spread spectrum module that achieves 8 dB better sensitivity than

using frequency shift keying (FSK) modulation at an equivalent data rate. For com-

patibility with existing systems, the selected chip provides the standard radio modu-

lation and demodulation techniques (GFSK, FSK, OOK, and GMSK). LoRa™ uses

the chirp spread spectrum technique. It also uses forward error coding in combination

with whitening and interleaving in order to achieve this improved sensitivity. LoRa™
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operates in the 433MHz, 868MHz, and 915MHz bands, making it suitable for ISM

bands in Europe and North America. LoRa™ is designed for LPWAN; however, in

this work, we implement our own network stack to create the WSN. The chip also

provides ease of access to multiple modulation settings, thus increasing flexibility of

implementation, allowing the user to balance receiver sensitivity, power consumption

and bit rate. This is crucial for optimizing the lifetime of our SN while ensuring a

resilient communication link.

An experiment to test the communication link and quantify the received signal

strength (RSS) is conducted. Data packets are sent from the platform inside the

enclosure and received at the other end (without errors) and then used to quantify

the RSS. The settings used in the experiment are listed in Table 3.3.

Setup

The LoRa™ transmitter is programmed to transmit with maximum power (20 dBm).

However, due to coupling losses and implementation imperfections, the actual mea-

sured power at the input of the antenna was 18.5 dBm. A custom-designed patch

antenna of a 3 dB maximum gain was used. In a wide-open outdoor area, the platform

was activated and placed inside the cavity of the enclosure. The lid was closed tightly

using four corner screws. The enclosure was placed on a turntable with a degree scale.

The receiver Yagi antenna (18 dB maximum gain) was placed horizontally 30 m away

from the enclosure. Received Signal Strength (RSS) readings were collected with 10°

steps of angular rotation.
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Figure 3.10: CAD drawing of the NHM enclosure.

Figure 3.11: The NHM enclosure and the sensor platform inside its cavity.
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Figure 3.12: The orientation of the enclosure with respect to the angle of rotation in
the horizontal and the vertical position.

Figure 3.13: The experimental setup showing the Yagi antenna at the receiver side
and the enclosure 30 m away.
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Results

The RSS readings from all angles around the enclosure are shown in Figure 3.14. Two

sets of measurements are provided; one for when the enclosure is placed horizontally

and the other when it was placed vertically, as shown in Figure 3.12. At each angle,

20 readings were collected, and their average is used in the plot. Confidence intervals

are two times the standard deviation of all readings recorded at that angle. In other

words, it includes 68% of the population of readings assuming a normal distribution.

As shown in Figure 3.14, orienting the enclosure vertically gives higher RSS read-

ings over all the angles. The reason behind this observation comes back to the complex

relationship between the antenna inside the enclosure and the structure of the enclo-

sure because it exists in the reactive field of the antenna. The pattern of the RSS

readings started to repeat itself at 180°. This is expected since the enclosure and the

antenna inside the enclosure are symmetrical around the rotation axis. While the

RSS readings are at a very low level, it is still within the link budget corresponding

to the used settings (151 dB).

The extreme signal attenuation caused by the steel adapter called for a significant

wireless link budget. Also, the data payload was very small and could be easily

handled by a low data rate link. Consequently, LoRa™ was chosen because of its

superior link budget at the cost of a low data rate link [80]. The subject of wireless

communication from within a non-hermetic metallic enclosure is discussed further in

a separate work [34].

A Yagi array was used with the LoRa™ transceiver of the sink. It improved the

wireless link budget by about 14 dB. The location of the sink relative to the bucket

is shown in Figure 3.1. Thus, with a highly sensitive receiver (down to −142.5 dBm)
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Figure 3.14: Received signal strength at 30m range for all angles around the enclosure
when placed horizontally and vertically.

Figure 3.15: The shovel adapter and the gap exploited for wireless communication.

the wireless link budget was enough for a satisfactory connection.

The LoRa™ modulation uses Chirp Spread Spectrum (CSS) [80]. By configuring

the radio parameters, we were able to tune the receiver sensitivity and the data rate.

Given our communication requirements (summarized in Figure 3.7) and after some

experimenting, we found the values listed in table 3.3 to work well.

We needed to test the wireless link during development. Thus, an actual adapter
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Table 3.3: A summary of the utilized radio parameters.
Parameter Value Units

Spreading Factor 7–12

Bandwidth 125 kHz

Coding Rate 4/5

Centre Frequency 914–916 MHz

Preamble 10 Symbols

Data Payload 10–255 Bytes

Transmit Power 22 dBm

Receiver Sensitivity ≥ −140 dBm

was needed, which is too heavy to be manipulated without a proper crane. Al-

ternatively, we created a 3D printed mock-up of the adapter’s cavity to mimic the

electromagnetic effects of the actual one.

3.4.3 Antenna Matching

Increasing the battery lifetime of the SN required a closer look at its energy budget.

By far, the largest energy consumer on board was found to be the LoRa™ transceiver.

Its hunger for energy is attributed to its integrated front-end power amplifier, which

was set to transmit at its maximum output (22 dBm) in order to allow the signal to

escape the non-hermetic cavity of the steel adapter. Reducing energy consumption

by reducing the transmit power was not favoured because it will directly reduce the

link budget and, in turn, the range of the SN and increase the packet loss ratio.

After the preliminary RF experiments, it became clear that a large amount of

signal power is lost inside the cavity. Further investigation revealed the significant
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Figure 3.16: The schematic diagram of the LoRa™ transceiver utilizing the Semtech
SX1262 chip.

impedance mismatch between the antenna and the transceiver caused by the shifted

impedance of the antenna. The impedance shift is attributed to the presence of the

potting silicone rubber and the conductive cavity surface in the antenna’s reactive field

of the antenna. Thus, we decided to tune the matching network accordingly. With

the help of a network analyzer (Rohde & Schwarz: ZVL 9kHz...3GHz), we performed

the following steps in order to match the antenna and increase its radiation efficiency

which can increase the link budget enough to allow for a reduction in the transmit

power of the transceiver without compromising the link’s reliability. Consequently,

the battery lifetime is increased, and conflict 1 in Figure 3.7 is eased.

The circuit diagram for the LoRa™ transceiver is shown in Figure 3.16. This

schematic is identical for both revisions however, the layout is different which required

similar but independent tuning procedure for each of the two PCB revisions. We

started by removing C18 (39 pF) from the assembled PCB to cut the signal path back

to the transceiver. Then we connected an RF cable to the RF test point (RF–TP1).

Next, the PCB was packaged exactly as it would be when deployed.
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3.4.4 Cavity Mock-Up

The mock-up must be identical to the actual cavity from an electromagnetic stand-

point. The adapter was reverse engineered by using a laser scanner to generate a

point cloud. Then we reverse engineered the point cloud file into a Computer Aided

Design (CAD) file format. Finally, we 3D printed an exact replica of the adapter’s

cavity, as shown in Figure 3.17. One of the major challenges is that the laser scanner

provides a mesh model which is different from the solid model needed in CAD tools.

There are very few software tools in the market that can convert meshes to solids. In

our case, the conversion was made using Fusion 360.

The cavity was printed on a Fused Filament Deposition (FDM) 3D printer using

a filament made of polylactic acid (PLA) plastic which is known for its low relative

permittivity (εr < 3 at f < 3 GHz and T < 200 K). The PLA plastic affects electro-

magnetic waves in a very different way compared to the original adapter’s material

(steel). Thus, to mimic the electromagnetic behaviour of the real adapter, the printed

cavity had to be covered with an electrically conductive surface whose thickness is

sufficiently greater than its skin depth (δ) at the operating frequency (915 MHz).

We started by covering the surface with a water-based nickel conductive coating

(MG chemicals: 841WB). Every coat provided a 38 µm layer, and by applying the

maximum recommended consecutive coats (3), we were able to create a 0.114mm

thick layer with a surface resistivity of 27× 10−5Ωm. Then, we covered the coating

with a 48 µm thick copper foil with a 40 µm thick conductive acrylic adhesive backing

(3M: 1/2-6-1126).

The skin depth δ was calculated to confirm the efficacy of these methods in mim-

icking the electromagnetic shielding effects of the steel adapter. For most RF bands,
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Figure 3.17: The 3D printed cavity mock-up. To the left is after being coated with a
conductive coat. To the right is after covering its surface with copper foil.

the skin depth [78] is modelled by equation 3.1.

δ =

√
ρ

πfµ
(3.1)

Where ρ is the resistivity of copper, µ is the permeability of copper and f is the

frequency in Hz. By recalling ρcopper = 1.68×10−8 Ω·m and µcopper = 1.256629×10−6

H/m, we calculated δ = 2.156 µm which is significantly smaller than the thickness of

just the copper foil, excluding its conductive adhesive backing and the coating. This

significant margin accounts for any errors in calculating δ attributed to using the

elemental copper properties instead of the empirical product-specific ratings, which

were not made available by the manufacturer of the foil. Thus, we concluded that our

lab-created cavity is electromagnetically similar to the steel adapter for RF testing

purposes.

Then, as shown in Figure 3.18, we placed the SN inside the cavity mock-up and

covered it with a 0.25 mm thick (sufficiently greater than the skin depth δ at 915 MHz)

aluminum sheet resembling the bucket’s surface when the adapter is attached to it.

In order to account for the effect of the RF cable on our impedance measurements,

we performed a port extension on the network analyzer (Rohde & Schwarz: ZVL
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Figure 3.18: (a) The exposed setup for measuring the input impedance of the antenna
inside the final package of the SN. (b) The actual setup when taking measurements
after adding the aluminum cover on top.

9kHz...3GHz) using the rated electrical length of our RF cable.

The measured impedance in our setup resembled the impedance of the antenna

combined with the impedance of the onboard matching network. Since we already

know the values of the π matching network components (C19, L6, C20), we were

able to solve for the impedance of the antenna alone. Also, we measured the output

impedance of the transceiver to capture any deviation from its rated value. This

proved to be necessary because the measured value came out as 40− 29.5i Ω, which

is considerably different from the rated value (50 Ω). Finally, by using the traditional

Smith chart as shown in Figure 3.19 we calculated the new values of the matching

network components that will allow for a better impedance matching.
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Figure 3.19: The Smith chart used to calculate the matching network components.

The simulated performance of the matching network is shown in Figure 3.20. We

can see the reflection coefficient going below −16 dB over our bandwidth (902 → 928

MHz).

Finally, each PCB was removed from its packaging, all matching network compo-

nents (C19, L6, C20) were swapped for their new replacements, and C18 was soldered

back onboard. Then the tuned PCB was re-packaged and marked.
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Figure 3.20: The simulated performance of the matching network. |gammain| is the
magnitude of the reflection coefficient at the network’s input. |Gt| is the magnitude
of the transducer gain.

3.4.5 MAC Protocol

The system utilizes a custom-made MAC protocol called MAC On Time (MoT)

which allowed for fine-tuning the radio parameters and eliminated unnecessary power-

consuming overhead. The design of this protocol was presented in [1], and an evalu-

ation of its performance was discussed in [75].

The MoT protocol was designed by the lead software developer in our project

(Galal Hassan). The synchronous MoT replaced the contention-based LoRaWAN

protocol in our system. The primary advantage of the MoT over LoRaWAN is the

deterministic latency of each data packet. In other words, every transmitted packet

has a deterministic time of arrival that can be controlled and tuned. The deterministic

latency is better for real-time applications as opposed to the probabilistic latency of

LoRaWAN.
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MoT is centralized, that is, the sink schedules time-slots for the SNs to transmit.

Each SN is guaranteed access to the sink within its scheduled time slot.

Compared to LoRaWAN, an SN using MoT consumes less power per packet,

and transmit more packets throughout its lifetime independent from the network

size. This means, the network scale does not affect the SN’s lifetime but affects the

latency. For a small number of nodes (less than 50) the latency is suitable for real-time

applications.

3.5 Sensing

The core sensing function in our SN is fulfilled by a Proximity Sensor (PS), however,

other sensors are included to provide data on operating conditions.

The sensing unit collects data from nine different sensors. Five of them are used

to sense the proximity of the adapter to the shovel’s bucket. The multiplicity of

PSs provided enough redundancy to reliably measure the most important monitored

variable. Also, the types of PSs were diverse in their sensing mechanism. This allowed

for field testing several types and configurations of sensors at the same time.

Sensors {1, 3, 4} are used to probe the proximity of the shovel’s bucket. With the

use of a very strong magnet in sensor 4, it was a concern that during a detachment

event, the glue holding the SN to the adapter’s cavity fails, and the magnet latches the

SN to the bucket, separating it from the adapter but not the bucket. In this scenario,

the readings will fail to indicate any detachment. Therefore, we added sensor 2 to

probe the proximity of the SN to the bottom of the adapter’s cavity and confirm if

the SN is attached to the adapter at any given time.

We discuss a classification of proximity sensors based on the physical phenomenon

51



exploited; this is followed by a discussion of the design challenges of sensors in IIoT

applications. Then we will proceed to discuss the design of each sensor/transducer

onboard our wireless SN.

Classification of Proximity Sensors

PSs can be classified according to the physical phenomenon they exploit to sense their

targets. EM waves, sound waves, electric fields, and magnetic fields are the four types

of physical phenomena governing the operation of PSs as shown in Figure 3.21.

Proximity Sensors (PSs)

Electromagnetic PSs

Sonic PSs

Electric field PSs

Magnetic field PSs

Ultrasonic sensorsUltrasonic sensors

Infrared sensorsInfrared sensors

Capacitive sensorsCapacitive sensors

Inductive sensorsInductive sensors

Figure 3.21: Classification of proximity sensors based on the physical phenomenon
invoked in sensing the proximity of their targets. An example is noted next to each
PS class.

Ultrasonic sensors [81] are a clear example of sonic PSs. In this class, sensors are

passive and targets are made of sound reflecting materials (almost all solid materials).

Underwater sonars work the same way but, they are not considered PSs because, much

like electromagnetic radars, their targets are not in their close vicinity.

The class of PSs using EM waves is very common. In this class, proximity sensing

depends on one of two methods. In the first method, the sensor measures and anal-

yses an EM wave reflecting off of the target’s surface to extract information about

its proximity. Photoelectric sensors [82], gesture recognition radar [83], and image

sensors [84] are all good examples of such a method. While aviation radars use the
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same concept, they are not considered PSs because, their targets are not in their close

vicinity. In the second less common method, the sensor radiates an EM wave and

measures one of the radiation parameters associated with the proximity of its target.

Antenna backscattering is an example of this method. The authors in [85] used an

RFID tag to sense the proximity of a target. This was achieved by indirectly mea-

suring the impedance mismatch between the tag antenna and the integrated circuit,

which is caused by the presence of the target in the close vicinity of the tag antenna.

In the class of electric field PSs, the sensor creates an electric field that gets

perturbed by the target causing a shift in the sensor’s capacitance. Capacitive sen-

sors [86] are a clear example of this class. This class is very popular with different

applications in various domains, such as object identification in robotics [87].

Finally, magnetic field PSs can sense two types of targets based on their magnetic

permeability µ. Targets with high permeability can be either active or passive; how-

ever, targets with low permeability can only be actively sensed because they have

a very weak interaction with magnetic fields. Such targets (low µ) are activated by

retrofitting them with a permanent magnet, and then a Hall-effect sensor or a reed

switch on the sensor side can be used to detect the presence of the retrofitted magnet.

Sensing high permeability passive targets is currently done by one of two methods.

The first method is called Eddy-current proximity sensing [88] and, is significantly

more popular. It uses a coil to generate a magnetic field that is perturbed when the

target is in close vicinity of the coil. This causes a change in the coil’s inductance

which is then measured by a resonant circuit. This method is utilized by what is com-

monly known as inductive sensors [89]. The second method is called DC magnetic
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sensing, which uses a permanent magnet as the source of the field. The (MAGNAS-

PHERE: MGB280L) is an example of this method. It uses a magnetized sphere inside

a metal casing, as shown in Figure 3.22. When the target is within range (≈ 3 mm),

the sphere is attracted to the target and moves to the tip of the metal case creating

an electrical connection between the centre pin and the case.

Ferrous Target

Center pin

Magnetized sphere

Figure 3.22: The MAGNASPHERE ferrous-selective PSs (MAGNASPHERE:

MGB280L).

3.5.1 Ferrous-Selective Proximity Sensing

Wireless sensing platforms in IIoT applications have unique challenges. In this sec-

tion, we will discuss the major challenges related to PSs.

When monitoring construction equipment (e.g., excavators, bulldozers, cranes)

in industrial facilities, it is important to monitor vulnerable steel parts that are ex-

posed to extreme mechanical loads. Ferrous-selective PSs narrows down the sensing

capabilities to ferrous metals (i.e., steel). This minimizes false measurements in an

environment full of uncertainties and various types of debris.

Wired ferrous-selective PSs introduce a significant challenge by placing delicate
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electrical wires in an inhospitable harsh environment. Wireless sensing can circumvent

this challenge but has its challenges, such as the battery lifetime, which is a major

one. For WSN to make economic sense, the battery life of their SNs has to match or

exceed the expected service life of the part being monitored. Also, their cost has to

be justified compared to the operational risks they mitigate.

The packaging of an SN in IIoT applications serves two primary purposes. The

first is to protect the sensor from all damaging mechanical loads and/or corrosive

chemical compounds. With various packaging requirements for different applications,

it is preferred to have a sensor whose package can be easily reconfigured as needed.

The second purpose is to allow for the EM waves to pass with minimal attenuation.

This limits the suitable materials to only those with low relative permittivity (εr).

Composites such as fibreglass, and Kevlar are found to be the best candidates. Al-

though carbon fibre is more mechanically robust, its high relative permittivity [90]

disqualifies it.

Metallic surfaces reflect EM waves. With industrial facilities populated with nu-

merous steel structures and equipment, SNs will face a communication challenge. If

the SN is deployed inside a metallic enclosure, significant attenuation to its signal is

expected. For a wireless standard based on spread spectrum like the low-power long-

range wide area network standard (LoRa™), the signal can still escape non-hermetic

metallic enclosures, as shown in [34]. Another way of tackling the communication

challenge is by tuning the WS antenna to the metallic structure in its close vicinity.

In other words, matching the output impedance of the transceiver to the impedance

of the antenna when it is placed inside the non-hermetic metallic enclosure.

Finally, security systems for buildings and industrial facilities rely on magnetic
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field PSs (i.e., reed switches) for access control and tamper detection. A common

attack for security systems utilizing a reed switch is the magnetic activation (MA)

attack. In this type of attack, the intruder brings a permanent magnet close enough

to the reed switch to keep it in the on-state as its target magnet is moved away.

This allows the intruder to gain access without triggering the alarm. Inductive and

magnetic force PSs are not prone to this type of attack because their output is a

function of the target’s material and precise proximity. This means that they can

be calibrated on-site for their own targets. Thus, it becomes extremely hard for an

intruder to replicate the exact output of these sensors using a foreign object.

Our designed magnetic-force proximity sensor is shown in Figure 3.23. A strong

neodymium magnet induces attraction forces between itself and its ferrous target.

The Force Sensing Resistor (FSR) is then used to measure the attraction force. The

FSR’s capacitance is measured instead of its resistance. This is known to improve

its accuracy and precision [91]. After calibration for a certain target, a monotonic

empirical model can be obtained to express the target’s proximity in terms of the

FSR’s capacitance.
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(a) (b)

Figure 3.23: Sensor design. (a) An isometric exploded view. (b) An orthogonal side

view showing the magnet on top, the FSR at the bottom and the epoxy layer between

them. Dimensions are in mm.

The epoxy layer on top of the FSR has a diameter equal to that of the FSR’s

active area. This allows the FSR to capture as much as possible of the force exerted

by the magnet. While it took numerous trials in the lab to achieve this layer’s

desired thickness, it is expected to be much easier in an automated manufacturing

environment.

Since the proximity of the ferrous target is directly related to the attraction force,

it is discouraged to have any ferrous object in the vicinity of thePSsother than the

target itself. This will guarantee that the attraction force between the magnet and

the target is the only force being measured by the FSR. Thus, there should be a

ferrous-free zone around the back of the sensor. The volume of such zone depends on

the magnetic field strength of the magnet at its back side. The optimum magnet for

this purpose will have a maximum field strength on the side facing its target and no
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field on the opposite side. Since such an idealized permanent magnet does not exist,

the next best thing is a mounting magnet, which is a regular neodymium cylindrical

magnet housed inside a special cup that redirects the magnetic flux from the back

side to the front side.

Magnetostatic simulation tools can simulate and predict the magnetic force if we

have good models of the magnet’s flux density, the separating medium, and the tar-

get’s geometry and material composition. Such requirements make simulations only

reasonable when a given sensor design has very few use cases in a controlled environ-

ment with a fixed target. Even then, considerable discrepancies between simulation

results and measurements are expected because of manufacturing tolerances in the

magnet and the target, and the per component FSR errors [92]. Hence, experimen-

tal calibration of the sensor makes more sense for evaluating its performance and

characterizing its output in a certain scenario which is the approach followed here.

Also, exploiting the magnetic attraction force to sense the proximity of ferrous

metals enables the sensor to function effectively even when there are obstacles between

the sensor and its target. As long as these obstacles are non-ferrous, they will not

affect the sensor’s operation. This is not true for inductive sensors because they are

also affected by other non-ferrous metals such as aluminum and copper [89].

While some inductive sensors are engineered to be selective for ferrous metals,

their cost and power consumption are significantly high compared to the proposed

sensor design. Furthermore, a major advantage of the proposed design over main-

stream inductive sensors is that it does not produce any electromagnetic interference.

Static magnetic field of the permanent magnet and the FSR are not able to produce

propagating electromagnetic waves. This is an important feature given that future

58



IIoT applications will predominantly use embedded sensors and wireless platforms.

While inductive sensors might require RF shielding and filtering, the proposed design

is inherently non-interfering.

The only foreseeable way this design can produce propagating waves is if the

permanent magnet was exposed to high-frequency vibrations (greater than 500Hz)

[93]. Even then, the propagated wave would have a very low frequency that can be

easily filtered out by most standard RF filters included in any transceiver.

Some specifications of the given sensor design can be deduced from the specifica-

tions of its off-the-shelf components. This allows developers to create a preliminary

evaluation of the sensor’s performance without building a functional prototype. For

example, the operating temperature range is simply the intersection of all ranges

given by the utilized components (FSR, magnet).

The operating proximity range (Pop) can be estimated in two steps. First, with

the help of a Universal Testing Machine (UTM), we develop an empirical model

of the magnetic attraction force (F ) as a function of the target’s proximity (P ) as

shown in Figure 3.24. Second, the FSR’s minimum and maximum operating forces

are superimposed on the curve to identify the proximity range of this setup.
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Figure 3.24: Empirical model of the magnetic attraction force as a function of the
target’s proximity.

If P (f) is the target’s proximity at F = f , then Pop can be calculated as follows.

Pop ∈ [max(d0, d1), d2] (3.2)

such that,

d1 = P (min(FSRmax, Fmax))

d2 = P (max(FSRmin,Wmag))

where Pop is the operating proximity range. FSRmax, FSRmin are the maximum

and the minimum rated force for the FSR, respectively. Fmax is the maximum attrac-

tion force induced by the magnet, which is exerted when the target is in complete
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contact with the magnet, and Wmag is the magnet’s weight, d0 is the distance between

the magnet’s face and the outer face of the sensor’s enclosure. For the design shown

in Figure 3.23, d0 is the total sum of the thicknesses of the epoxy layer (0.8 mm), the

FSR (0.5 mm), and the bottom surface of the enclosure (0.8 mm) as shown in Figure

3.23 (a).

The proposed design can be easily tuned to satisfy different application require-

ments by changing the magnet and/or the force sensing device. Also, its low-power

consumption allows it to be battery powered and embedded in a hermetically sealed

wireless module for aerospace, mining, or any other harsh environment application.

One of the commonly used sensors in almost every application domain is the

proximity sensor (PS). APSscan be defined as a device used to sense the presence of a

physical object (often called a target) in its spatial vicinity. This definition establishes

a distinction between PSs and range sensors. While range sensors rely on the same

concepts, their targets are not in their spatial vicinity.

Applications of PSs are spread across a wide range of industries. A few examples

are: manufacturing, mining, transportation, building automation, and consumer elec-

tronics. Their widespread use is rooted in their ability to satisfy common application

requirements in motion control, safety [94], access control [95], fault detection [96],

interactivity [97], and quality control [?]. As we move towards more automation, the

utilization of sensors in general and PSs, in particular is only expected to grow.

Proximity sensors sense either active or passive targets. A passive target conveys

its presence to the sensor by perturbing a field or interacting with a propagating

wave created by the PS. On the contrary, an active target will create such fields

and/or waves itself, and the sensor is then used to probe them. Active targets have
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to be modified or retrofitted with a piece of hardware to make them detectable to

their sensors, while passive targets do not require any modifications. In industrial

applications, passive sensing is preferred because retrofitting the target with magnets

or any other piece of hardware is sometimes not desired or even infeasible. Also,

passive sensing reduces the installation overhead incurred by active sensing.

Ferrous-selective PSs are currently available [89]; however, their power consump-

tion is too high (typically hundreds of mW) for battery-powered WSs. There is a

current need for low-power passive proximity sensors that are selective to ferrous

metals (e.g., steel). The only low-power option available commercially is just a detec-

tor, not a sensor (i.e., its feedback is binary). Also, it has a relatively small maximum

range of 4.29mm (MAGNASPHERE: MGB280L).

Ferrous-selective PSs can be useful for monitoring the integrity of steel structures

and automating their assembly, monitoring construction equipment, hermetic vessels

such as submarines, mining equipment, and aerospace vehicles. They can also be used

in process control applications to monitor ferrous-metal machine parts or products

on a production line.

We propose a low-power, low-cost, ferrous-selective, passive proximity sensor with

a maximum reported range of 20 mm and the option to extend it even more by

tweaking the design parameters. The proposed sensor uses a permanent magnet and

a FSR to provide a configurable dynamic range with good resolution while consuming

significantly less power (≈ 8 mW) [98]. Results indicate very good sensing capabilities

with flexible design parameters that can satisfy various requirements.
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Experimental results

In this section, we will discuss the experimental work for the proposed sensor and

present an evaluation of its performance using different magnets.

The presented experiment is a design instance of the proposed sensor. The authors

believe that other instances with a different layout and/or parameters can be more

suitable for other applications.

Setup A UTM (ZwickRoell Z020) equipped with an accurate load cell (±0.1 N)

was used to benchmark the force measurements collected from the FSR. The speed

of the UTMs during all the runs was 10mm/min with a step resolution of 0.1 mm.

The non-ferrous enclosure was 3D-printed with a fused filament fabrication (FFF)

3D-printer using polylactic acid (PLA) filament. The FSR rested on a (0.8 mm) layer

of PLA plastic, and its active area was coated with a thin layer (0.8 mm) of epoxy to

improve precision [99]. The epoxy layer is the orange-coloured layer shown in Figure

3.23.

A plastic holder was used to keep the magnet far from the UTMs’s top clamp

(steel) to eliminate any attraction forces between the magnet and the top clamp. A

thick (≈ 25 mm) carbon steel target was placed on the bottom. The sensor was

positioned such that its bottom surface is parallel to the target’s surface.

In order to quantify the FSR’s hysteresis [100], the test was performed in compres-

sion mode (approaching) as well as in tension mode (receding). Using a Capacitance

Digital Converter (CDC) (Texas Instruments: FDC2214), the FSR’s capacitance was

measured instead of its resistance. This was shown to produce more accurate mea-

surements and improve precision [91].
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Figure 3.25: The experimental setup on the UTM.

Three different disc-shaped neodymium magnets of the same grade (N38) were

tested to study the effect of the magnet size on the operating proximity range Pop.

These magnets were marketed as mounting magnets; their magnetic field has a lot

more strength on one side than the other. This helps in reducing the size of the

ferrous-free zone at the back side of the sensor. The FSR and the magnets’ diameters

are listed in Table 3.4.

Results and Discussion The results show good potential for the proposed sensor

design. The measurements were post-processed to compensate for the effect of the

sensor’s weight.
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Table 3.4: Specifications of components used in the experiment.

Component Manufacturer part number Diameter

Large magnet K&J Magnetics Inc. MM-A-48 48 mm

Medium magnet K&J Magnetics Inc. MM-A-36 36 mm

Small magnet K&J Magnetics Inc. MM-A-20 20 mm

FSR Interlink Electronics 402 14.7 mm∗

CDC Texas Instruments FDC2214 N/A
∗diameter of the active area only

The fundamental laws of magnetism predict the maximum attraction force to be

at the smallest separation distance (i.e., zero). However, as shown in Figures 3.26,

3.27, and 3.28, the measured force is not at its maximum when the proximity is zero.

We notice the force, as measured by the UTM, starts from zero when the target is

very far and increases exponentially as it approaches the sensor until it reaches a

maximum value at a few millimetres away from the target, then it decreases rapidly

till it goes back to zero when the target is in contact with the sensor. This behaviour

occurred in both, the approaching and the receding runs.

Careful observation of the experiment’s fixtures revealed the reason for this be-

haviour. As the top clamp of the UTMs approaches the bottom target, the attraction

force increases and the 3-D printed plastic enclosure experiences significant loading

forces. Consequently, the structure flexes and its bottom surface buckles towards the

target. As a result, the sensor’s enclosure comes into contact with the target before

the UTMs reaches its calibrated zero position. Once the enclosure is prematurely in

contact with the target, the magnetic attraction force starts to be off-loaded to the
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target, which reduces the amount of force exerted on the UTMs’s load cell and the

FSR. As the proximity gets closer, more force is off-loaded to the target and even less

is applied on the FSR. This behaviour continues until the UTMs reaches its calibrated

zero position, at which there is no buckling in the enclosure. At this point, the load

cell of the UTMs measures zero while the FSR is still squeezed between the magnet

and the target. That is why the capacitance does not follow the force all the way

down to zero. This effect is severe with the large magnet and diminishes with smaller

magnets, as shown in Figure 3.29. This is because the distance at which it starts to

occur gets smaller as the magnet’s size is reduced. A stiffer material for the enclosure

than PLA will help minimize this effect when large magnets are used.

As shown in Figure 3.26, the capacitance measurements for the large magnet

show an exponential decay similar to that of the force. However, midway through

the experiment, it violates the trend with a semi-flat region and then resumes the

exponential decay afterwards. A reduced version of this highly non-linear behaviour

is noticed in the medium magnet as in Figure 3.27 and no such behaviour is noticed

in the small magnet as in Figure 3.28.

Two reasons have contributed to this behaviour. The first reason is that the FSR

has operated beyond its rated maximum force of 20 N. The small magnet is an

exception which is why it does not show the same non-linear behaviour. On the other

hand, the capacitance of the FSR is monotonically decreasing with proximity. Thus,

a single-valued function can be obtained to relate the proximity to the capacitance.

This highlights the importance of configuring the sensor design for each application

with the appropriate magnets and FSRs to obtain a relatively linear output over its

operating range.
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The second reason lies with the epoxy resin dome on top of the FSR. While it was

reported to improve the FSR’s precision [99], in this case, its effectiveness depends on

the ratio (Rd) between the magnet’s diameter and the diameter of the FSR’s active

area. Since the resin dome is not perfectly flat, the magnet on top of it can tip

slightly, causing it to rest also on the enclosure’s bottom surface, not just on the

FSR. This behaviour is more likely to occur when the magnet’s diameter is bigger

than the diameter of the FSR’s active area.

In the case of the large magnet in Figure 3.26, Rd is 3.28, and the flat region of

the curve occupies a large portion of the exponentially decaying part of the curve. As

shown in Figure 3.27, when Rd got reduced to 2.4 with the medium magnet, the flat

region occupied a smaller portion of the curve. Finally, when Rd was further reduced

to 1.37 with the small magnet as in Figure 3.28, the flat region did not show up at

all in the measurements.
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Figure 3.26: Target’s proximity vs. attraction force (left) and the FSR’s capacitance
(right) using the large magnet.
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Figure 3.27: Target’s proximity vs. attraction force (left) and the FSR’s capacitance
(right) using the medium magnet.
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Figure 3.28: Target’s proximity vs. attraction force (left) and the FSR’s capacitance
(right) using the small magnet.
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Figure 3.29: Output comparison of the three magnets.

In Figure 3.29, the small magnet appears to give a relatively small variation

in capacitance (≈ 3.5 pF) which can invoke a concern over the resolution of the

PS; however, the utilized CDC [98] has a noise floor of 0.3 fF which enables it to

quantize the given capacitance range into 11666 levels. This is more than sufficient

for providing adequate resolution over the small change in capacitance. Thus the

performance limiting factor here remains the accuracy and precision of the FSR, not

the CDC. Also, the high sampling rate of the chosen CDC (4.08 ksps) enables the

sensor to reliably sense dynamic targets with a response time dictated by the FSR’s

rise time (< 3 µs). While for static targets, the long-term drift of the FSR (< 5% at

1 kg load for 35 days) is of more concern.

Applying excessive force on the FSR will cause plastic deformation and damage

the sensor. Our chosen FSR had a plastic deformation pressure of 10 N per mm2 of

active area. From table 3.4, the active area equals π
(
14.7
2

)2 ≈ 170 mm2. Thus, the
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deforming force is ≥ 1.7 kN which is much larger than the loading conditions in our

experiment where the highest force measured is ≈ 0.175 kN.

3.5.2 Capacitive Proximity Sensor (Bucket Side)

for many applications [101]. In this case, it monitored the proximity of the bucket’s

surface to the adapter’s cavity. The self-capacitance (Cs) of a large circular copper

pad changes in response to the proximity of any conductive surface. The pad is

connected to a resonant circuit and a CDC measures the resonant frequency and use

it to calculate Cs. The CDC used a temperature compensated oscillator (Microchip

Technology: DSC6013CI2A-033.0000) in order to minimize frequency shifts due to

temperature changes during operation.

The electrode’s geometry determines many of the performance metrics such as

the sensing range, sensitivity, and dynamic range [101]. We used a single-electrode

circular capacitor with the largest possible diameter (50mm) to maximize the range

and achieve the most uniform sensitivity distribution, as noted in [102]. Furthermore,

the sensing pad was printed on a four-layer PCB stack which allowed for including

a passive ground shield right underneath the pad. The shield helps in focusing the

electric field on the target (bucket’s surface).

The capacitive sensors use a resonant circuit at their front end, whose resonant

frequency is the basis of their measurements. Thus, in order to avoid any interference

between onboard components, we included a passive RF filtering circuit at each input

of the CDC.
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Figure 3.30: The Polycarbonate (PC) support at the end of the SN package.

3.5.3 Capacitive Proximity Sensor (Adapter Side)

A second capacitive PSs monitors the proximity of the SN to the adapter’s cavity

as shown in Figure 3.30. This sensor utilized a piece of copper foil attached to the

adapter’s side of the SN. The foil is connected back to the PCB through the green

wire as shown in Figure 3.30. The wire was soldered to the back side of the foil

(the solder blob was housed inside the cutout dome) and routed through a designed

internal pathway in the Polycarbonate (PC) support which was 3D printed in a closed

chamber Fused Deposition Modeling (FDM) printer with a high-temperature nozzle.

3.5.4 Inductive Proximity Sensor

The inductance (L) of a circular PCB coil changes in response to the proximity of

any conductive surface. The PCB coil is again connected to a resonant circuit where

an Inductance Digital Converter (IDC) (Texas Instruments: LDC1614) is used to
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measure the resonant frequency and then calculate L. Our design increased sensing

range while keeping the power consumption low by using a PCB coil made of four

layers with an outer diameter of 60 mm and 60 turns per layer, yielding a total

inductance of L = 2.22 mH and a power dissipation of 6 µW (for the coil only).

Similar to the CDC, the IDC also had a passive RF filter at its front end to reduce

interference levels in its resonant circuit.

3.5.5 Wear-Level Sensor

As shown in Figure 3.31, the sensor is a thin Printed Circuit Board (PCB) probe that

fits inside a small hole in the wear part of the tooth. As the tooth wears out, this

probe wears out too and provides accurate thickness measurements, which allows for

monitoring the wear level of teeth. This sensor is basically a parallel plate capacitor

fabricated on a PCB and connected to the onboard CDC. The length of the probe is

a function of its capacitance.

It is worth mentioning that the dynamic range of the probe’s capacitance can be

easily manipulated. For example, it can be fitted to a staircase function by utilizing

a multiple plate capacitor with various geometries embedded in a multi-layer PCB

stack.
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Figure 3.31: Left: a cross section of the wear-level sensing capacitive probe showing its
PCB stack-up. Right: a photo showing the first few centimetres of the manufactured
probe.

3.5.6 Light Sensor

A Light Detecting Resistor (LDR) is used to sense the intensity of ambient light

around the SN. When the adapter is intact and fully attached to the bucket, the light

entering its internal cavity (where the SN is installed) is expected to be minimal.

On the contrary, when the adapter is broken/detached, the SN will be exposed to

more light. Hence, ambient light can indicate the attachment state of the adapter.

However, the difference in ambient light between day and night necessitates time-

stamping of all measurements in order to use the right thresholds.

Specifying the right thresholds is crucial to differentiate between the dark (at-

tached) and the light (detached) states. This threshold is unknown during the design

stage. Calibration is needed in the field to identify suitable thresholds. Taking field

measurements during the design stage was not an option due to the high cost of

lost oil production associated with shovel downtime. Thus, the specification of the

thresholds has been handled by the firmware so it can be easily adjusted remotely.

To ensure we can capture the full variation in ambient light, we needed to max-

imize the dynamic range of the output of the light-sensing circuit shown in Figure
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Figure 3.32: The circuit diagram of the ambient light sensor.

3.32. In this simple voltage divider circuit, Rl is the LDR, Rs is the series resistor,

Vo is the output voltage which connected to the integrated Analog to Digital Con-

verter (ADC) in the microcontroller, En is the enable signal coming from one of the

digital outputs of the microcontroller to power the circuit only when we are taking a

measurement for energy-saving purposes. When the circuit is enabled, En = Vcc.

For a simple voltage divider circuit, Vo is basically given by equation 3.3

Vo =
VccRs

Rs +Rl

(3.3)

The optimum value of Rs is the one that maximizes the dynamic range of Vo as this

would allow for maximum resolution for our measurement. Consequently, we want to

find the formula for the dynamic range of Vo and find the value of Rs that maximizes

it. From equation 3.3 we note that Vo ∝ 1
Rl

, This means that the maximum value

for Vo (denoted by Vo↑) exists at the minimum value of Rl (denoted by Rl↓) and the

minimum value for Vo (denoted by Vo↓) exists at the maximum value of Rl (denoted

by Rl↑). Therefore,

Vo↑ =
VccRs

Rs +Rl↓
and Vo↓ =

VccRs

Rs +Rl↑
(3.4)

Let DR be the dynamic range of Vo where DR = Vo↑−Vo↓ then, to find the value
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of Rs that will maximize DR, we take the partial derivative ∂DR
∂Rs

= 0 hence,

18(Rl↑ −Rl↓)(Rl↑Rl↓ −R2
s)

5(Rl↑ +Rs)2(Rl↓ +Rs)2
= 0 (3.5)

to solve equation 3.5, we need to employ some understanding of the physical

limits of this problem. By examining the denominator of equation 3.5, we realize it

is always positive; therefore, the whole fraction is zero when its numerator is zero.

Also, 18(Rl↑ −Rl↓) 6= 0 because, Rl↑ is always greater than Rl↓ therefore,

Rl↑Rl↓ −R2
s = 0 (3.6)

Finally, the Rs that maximizes DR is given by

Rs =
√
Rl↑Rl↓ (3.7)

Notice how Rs is not a function of Vcc which means as the battery’s voltage

decreases along its discharge curve, we will still get the maximum DR for the current

value of Vcc. Also, equation 3.7 applies to any variable resistance sensor in a voltage

divider not just an LDR.

As for our case, the chosen LDR (Advanced Photonix: NSL-19M51) has a rated

Rl↑ = 20 MΩ and Rl↓ = 20 kΩ. Thus, by substituting in equation 3.7 we calculate

Rs = 635 kΩ
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Figure 3.33: The dynamic range (DR) of the light sensor Vs the series resistance
(Rs). The value of Rs that maximizes DR is constant across all values of Vcc varied
along the typical discharge curve of the onboard battery (3.6 → 2 V).

3.5.7 Vibration Sensor

Saving power in order to extend the lifetime of the SN meant that all the chips

onboard should be in a deep sleep mode when the shovel is idle. We chose vibration

as a proxy for the operational state of the shovel (idle vs active).

A low-power accelerometer (STMicroelectronics: LIS2HH12) is used as a vibration

sensor. Whenever the shovel is idle (i.e., no vibrations), the controller shuts down the

sensors, the transceiver and enters a deep sleep mode to save energy. Bearing in mind

that only an external interrupt signal can wake up the controller from the deep sleep

mode, the accelerometer wakes it up when the shovel is active again (i.e., vibrations

detected).
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While the accelerometer provided sophisticated ways of sensing vibration as an

indication of the shovel’s active state, we found out that the significant firmware

development overhead makes it less appealing compared to a simple omnidirectional

vibration sensor (Sensolute: MVS0409.02), which was used in an earlier revision of

our design instead of the accelerometer.

3.5.8 Temperature Sensor

The SN’s operating temperature was set throughout the design process as -40°C to 85°C,

which was worked out in a previous paper [34]. To support troubleshooting in case of

a node failure, the operating temperature is regularly reported using a temperature

sensor integrated inside the microcontroller.

3.5.9 Battery Voltage Sensor

The battery has sufficient capacity to power the SN throughout its estimated life-

time (≈ 1 year) however, in subzero temperatures, the battery (SAFT: LS14500) can

lose nearly half its capacity (≈ 50% at -40°C). A voltage sensor integrated into the

microcontroller (Texas Instruments: MSP432P401R) allows the system to keep an eye

on the battery and evaluate its performance under various operating temperatures.

3.6 Summary

This chapter explained our case study, described the application requirements, and

covered the design of our solution at the system level and down to the SN’s internal

modules. Also, the custom designed sensors were presented in light of the application

at hand.
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Chapter 4

Implementation and Testing

In this chapter, we discuss our system’s implementation, the field test, and its results.

The wireless communication, embedded sensors, power consumption, and the protec-

tive package are all crucial design aspects that were tested and discussed here. A total

of three site visits in Fort McMurray Alberta Canada, over a five year period and

in-house testing are covered in this chapter. Most of the test results were retrieved

through our cloud hosted dashboard as shown in Figure 4.1 and Figure 4.2.

The dashboard can be customized with any combination of onboard sensors and

reading can be plotted in real-time on many available widgets and charts. Addition-

ally, all data can be exported for post processing and further analysis. The dashboard

is open source and was provided as a service [103]
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Figure 4.1: The cloud hosted dashboard for displaying sensor readings in real-time.

Top part.

Figure 4.2: The cloud hosted dashboard for displaying sensor readings in real-time.

Bottom part.

79



4.1 Package Design

The harsh operating conditions of open-pit mining posed a number of challenges to our

hardware. The protective package must withstand extreme temperatures, vibrations,

mechanical shocks. Moreover, the package must be transparent for electromagnetic

waves to propagate through it with minimal attenuation. Such requirements limited

the materials to be used in the package to only those with low permittivity denoted

by (εr).

Mining operations usually take place in remote areas with extreme weather condi-

tions. For example, in Alberta, Canada, one of the largest oil sands mining operations

is carried out in Fort McMurray, where temperatures range from a minimum of −45 ◦C

in winter to a maximum of 36 ◦C in the summer. Figure 4.3 shows the Probability

Mass Function (PMF) of extreme (maximum and minimum) daily temperatures on

record between 1955 and 2016 in Fort McMurray [104].

The electric rope shovel used in mining oil sands is a giant piece of machinery,

as shown in Figure 4.4. With a payload of approximately a 100 t (metric ton), it is

capable of loading a 400 t truck in four passes. The shovel scrapes and breaks the

ore with significant force resulting in amplified levels of vibrations and mechanical

shocks at its teeth and bucket adapters. It is reasonable to expect that the SN will

be subject to these vibrations and shocks during operation.

The package design, as shown in Figure 4.5, has three components: the silicon

rubber compound, the FR10 plate, and the fibreglass sleeve. First, the silicon rubber

compound provided electronics and battery cells with protection against vibrations,

mechanical shocks, and extreme temperatures. The properties of the chosen com-

pound (MoldMax: 14NV) are listed in Table 4.1. Second, the FR10 plate is an
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Figure 4.3: Probability Mass Function of daily extreme temperatures (maximum and
minimum) records in Fort McMurray between 1955 and 2016 [104].

Figure 4.4: Dimensions (m) of the electric rope shovel [2].
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Fibreglass SleeveFR-10 PlatePCB

Anchor Points

Figure 4.5: An illustration of the package.

Table 4.1: Properties of the encapsulating silicone rubber (MoldMax: 14NV).
Property Value unit

Tensile Strength 3.38 MPa

100% Modulus 0.241 MPa

Elongation @ Break 600� %

Shore Hardness 14A N/A

Useful Temperature −54 to 204 ◦C

Dielectric Strength 13.002 MV/m

Relative Permittivity (εr) @ 100Hz 3.29 N/A

Dissipation Factor (DF ) @ 100Hz 0.005 N/A

Volume Resistivity 5.83× 1013 Ωcm

Thermal Conductivity 0.21 W/mK

industry-standard fibreglass plate known for its superior strength. It also has similar

permittivity to the FR4 used in most circuit boards. Third, the fibreglass sleeve was

used to hold the package together while being a proper substrate for gluing the SN

to the adapter’s steel cavity with the chosen impact-resistant adhesive (Permabond:

TA4246).
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For our SN to withstand the extreme temperatures of the mine, we had to review

temperature tolerance of all off-the-shelf components. For the maximum operating

temperature, most components available on the market have an operating tempera-

ture of 85 ◦C or more. However, to ensure the sensor’s reliability at very low tempera-

tures, only components with operating temperatures of −40 ◦C or less have been used

in the circuit design. Finding components that remain functional below −40 ◦C is

difficult and not cost-effective. Thus, we limited our requirement to −40 ◦C after con-

sidering the very small probability of temperatures less than −40 ◦C occurring which

is 0.005387. Further on, the low thermal conductivity (0.21W/mK) of the silicon

rubber compound added another layer of protection against extreme temperatures.

The silicon rubber helps the SN withstand vibrations by dampening them. Worth

mentioning that this particular rubber compound is able to maintain its softness and

flexibility even at low temperatures, as shown in Table 4.1. Moreover, in the event of

a mechanical shock, the rubber distributes impact forces evenly, minimizing pressure

on the internal components.

The package had to have electromagnetic properties that allow for the propagation

of waves with very low attenuation. As shown in Table 4.1, the rubber has a low

dissipation factor (DF = 0.005) and relative permittivity (εr = 3.29). Furthermore,

the FR10 plate had even lower ratings for the DF and εr.

4.1.1 Impact Test

The SN’s package was initially tested using casual mechanically abusive tests. The

SN remained functional after these tests. Furthermore, we administered an impact

test by dropping a 15 kg steel box on the packaged SN from a height of 1.2 m. The top
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surface of the SN rested 20 mm above the concrete floor, which means the steel box

travelled for 1.18 m before hitting the SN. The impact energy is the kinetic energy

(KE) of the steel box at the moment of impact, which is equal to its potential energy

(PE) at the height from which it was dropped. After neglecting air resistance, the

classical mechanics calculation of the impact energy is KE = PE = mgh = 173.46 J.

Where m is the mass of the steel box, h is the height from which it was dropped, and

g is the acceleration due to gravity. In order to calculate the impact force, we needed

to know how far the steel box travelled after impact. By observing the moment of

impact we concluded that the steel box completely stops at impact without bouncing

back (i.e., 4KE = 173.46). Also, on close inspection of the SN after impact, there

was no considerable deformation in the SN’s package and that leads us to assume a

very small travel distance (dt ≤ 2 mm). This puts a lower bound on the impact force

(Fimp), as shown in equation 4.1.

Fimp =
4KE

dt
≥ 86730N (4.1)

Therefore, we can confirm that the SN experienced an impact force (Fimp) of at

least 8.844 ton-force (metric). All tested SNs survived the impact test without any

loss in functionality or performance.

4.1.2 Packaging Process

This section discusses the packaging process of SNs. The quantities of packaged SNs

for our work were only enough to monitor nine shovel teeth. Therefore described in

this section is a very labour-intensive process. It is reasonable to assume that the

techniques presented here can be mass-produced economically in a manufacturing
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facility with the proper tooling and fixtures.

With the PCB shown in Figure 4.6 we know from previous trials that directly

pouring the rubber onto the board will permeate under the small passive components

and strip them off the board should the rubber be pulled off. Since our development

work involved investigating faults, we needed access to the board for troubleshooting.

Thus we pre-coated the PCB with liquid electric tape as shown in Figures 4.7 and

4.8, which enabled the rubber to be removed later if needed without compromising

the integrity of the PCB assembly. Since the liquid electric tape is a relatively thin

layer, it will be easily stripped and torn during removal before exerting too much

tensile force on the solder joints.

Figure 4.6: Full PCB closeup showing the recessed PCB housing the programming
port, the power switch, and the LDR.

Figure 4.7: Full PCB after coating with liquid electrical tape.
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Figure 4.8: Reduced PCB after coating with liquid electrical tape.

In Figure 4.9, we see an assembled batch of SNs being prepped for packaging. The

nodes shown are at different stages where some of them had their RF tuning port

exposed to facilitate impedance measurement while the one in the top right corner

is completely coated with liquid tape, glued to the FR10 plate and soldered to the

battery and the poly-carbonate support with its capacitive sensor.

Figure 4.9: Assembled batch of SNs before packaging.

The rubber mould in Figure 4.10 was designed in reference to the CAD model

of the adapter. Afterwards, the mould was 3D printed from PLA plastic and post-

processed to smooth its surface. Post-processing involved staggered sanding with
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Figure 4.10: The 3D printed rubber mould after post processing.

increasing values of sandpaper grit, coating with a primer (Design Masters: 645

Primer) and sanding again. The smooth surface achieved allowed for easy removal of

the cured rubber.

Before potting the hardware assembly in rubber, a few steps were required to

prepare the mould. First, the mould had three coats of a mould-release agent applied

(Mann release technologies: Ease Release 200). Second, the mould was glued to the

FR10 plate assembly using hot glue to seal the seams. Third, the entire assembly was

tightly held together with plastic wrap and rubber bands. Finally, the mould was

suspended vertically as shown in Figure 4.11, the rubber compound was premixed,

poured into the top opening of the mould, and left to cure as shown in Figure 4.12.

After the rubber cured, the wrapping material and the plastic mould were re-

moved. Then, the FR10 plate was trimmed to align with the poly-carbonate support.

A partially potted SNs before trimming is shown in Figure 4.13 to demonstrate this

step.

Figure 4.14 shows the SNs after rubber potting and trimming. This is before each

one was inserted into a fibreglass sleeve as shown in Figure 4.15. The sleeve was

trimmed accordingly and folded at the edges and held with a porous medical fabric
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Figure 4.11: Rubber pouring setup.

Figure 4.12: Full PCB after coating with liquid electrical tape.

Figure 4.13: Partially potted SNs after curing the rubber.
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Figure 4.14: A batch of SNs before being covered with the fibreglass sleeve.

Figure 4.15: An SN being covered with the fibreglass sleeve.

tape. The chosen tape helped the fibreglass in absorbing resin at the folded edges. A

small opening in the fibreglass fabric was made, as shown in Figure 4.16 to provide

access to the power switch, the programming port, and allow ambient light to reach

the LDR. Then the package was coated with a high-temperature epoxy resin (Fibre

Glast: 3000 Resin and 3120 Hardener), wrapped tightly with plastic wrap ensuring

there were no wrinkles in the fibreglass. and left to cure. The finished package is

shown in Figure 4.17.
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Figure 4.16: The opening in the fibreglass weave for access to the power switch, the
programming port, and the LDR. Before coating with resin.

Figure 4.17: Fully packaged SNs.

Afterwards, we proceeded with testing to verify the performance of the packaging

under various types of mechanical loads.

4.2 Communication

We performed several types of tests to evaluate the performance of the wireless con-

nection between the SNs and the sink. Our performance metric is the measured RSS

at the sink.

4.2.1 Range

An experiment was conducted to confirm that the communication range of the SNs

from inside the adapter’s cavity will exceed 25 m. We used the cavity mock-up created

to tune the matching network of the antenna. An SN was programmed to transmit
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Figure 4.18: A violin plot of the communication range vs. RSS.

data packets continuously and then was placed inside the cavity mock-up and covered

with the aluminum sheet with a 3 mm gap between the sheet and the cavity mock-up.

The sink was used to measure the RSS of the SNs at various distances. The sink used

a Yagi array pointed directly to the SNs at all times. The measurements are shown

in Figure 4.18.

The violin plot in Figure 4.18 shows the distribution of RSS reading at various

ranges. We assumed the multi-modality and the asymmetry of the distributions

is attributed to the uncontrolled indoor environment in which this experiment was

carried out (a long hallway). This is in line with the data presented in [105], which

shows a similar statistical character for the same environment. In other words, if it

has taken place in an anechoic chamber, single-mode distributions with high centrality

would have shown up in the results.

As shown in Figure 4.18, the communication range exceeds our requirement of

25 m with enough margin (25 dBm) in the link budget considering that the receiver

sensitivity is at -140 dBm.
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4.2.2 Antenna Matching

As explained in section 3.4.3, the matching was performed to improve the RSS at the

sink. Figure 4.19 shows the results of an experiment undertaken to confirm the effect

of matching on the RSS at the sink. For both PCB designs, we compared the RSS of

a node with a matched antenna (tuned) versus a node with an unmatched antenna

(untuned).

Ideally, this test should be performed inside an anechoic chamber, yet the scope

of this study did not justify the cost of renting one. However, extra care was taken

in isolating all other factors of potential influence on the RSS. For example, we used

the same hardware revision for both SNs (i.e., same circuit design, PCB layout, and

manufactured batch), and we outsourced the PCB assembly to reduce performance

variations from manual in-house assembly. Additionally, we maintained the physical

state of the lab environment throughout the experiment (i.e., no moving objects or

people were around during the experiment).

As we notice in Figure 4.19, tuned nodes did not have any RSS advantage over

untuned nodes when placed outside the cavity. In fact, for the full PCB, the untuned

nodes showed a 5 dBm increase in RSS over the tuned nodes. This is because the tuned

nodes had their antennas matched with the cavity which means they are unmatched

in the ”Outside” scenario. The other scenarios are the ”Open Cavity” and ”Closed

Cavity” where the nodes are placed inside the cavity mock-up without and with the

aluminum sheet cover, respectively. The tuned nodes show a clear advantage over the

untuned nodes (up to 18 dBm). This supports the efficacy of antenna matching in

enhancing the RSS of an SNs communicating from a non-hermetic metallic container

which was the focus of an earlier work [34].
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Figure 4.19: Tuned versus untuned nodes in three scenarios: Outside (when the node
is outside the cavity and fully exposed), Open Cavity(when the node is inside the
cavity but without a cover), Closed Cavity (when the cavity is covered)

4.2.3 Buried Sensor Node Communication

This test was performed to validate the reliability of the wireless link when the SNs

is buried under a pile of sand or rocks.

The first test used an exposed, untuned PCB Rev. 5.31 SNs. It was intended to

stress test the wireless link. In this test, the SNs was placed on the ground. Then, the

shovel dumped five loads of soft sand on top of it, as shown in Figure 4.20. During

this time, the signal strength was being monitored. Throughout the test, the sensor

was functional, and the RSS was above -132 dBm.

In the second test, we put another SNs in a strong wooden box (made from 2X4

inch construction wood) to protect it from being crushed by the rocks falling from

the shovel. Wood was used since we needed a non-metallic enclosure to allow the

wireless signal to propagate. Then the box with the SNs inside was thrown in the

shovel’s bucket and the shovel proceeded to load a hauler truck with four loads of
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Figure 4.20: The SNs is on the ground underneath the sand being poured. Receiving
antenna is 25 m away in the lower right corner

Figure 4.21: The SN is buried inside the truck’s load. The sink and its antenna are
hanging from an overhead crane on top of the hauler truck.
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rocks estimated at 400 metric ton. Unfortunately, after the second load was dumped

into the truck, the signal stopped suddenly, indicating a crushed SNs. Even when

we got the sink closer to the SNs by attaching it to an overhead crane, as shown in

Figure 4.21, we still could not pick up a signal.

4.3 Sensing

4.3.1 Proximity Sensors

Field testing the wireless sensors required stopping an operational shovel for about an

hour to install the sensors on its adapters. The downtime of the shovel translates into

a considerable oil production loss. Hence, the field test had to be planned carefully

and executed quickly.

The field test started at the on site workshop where a couple of sensor nodes were

installed on an adapter. Then the adapter was repeatedly attached/detached to an

idle bucket while sensor readings were collected and compared to the timed events log

created by the field team. Figure 4.22 shows an example of the data collected from

the workshop test. The readings are expressed as raw outputs from quantizers. It is

worth mentioning that in a few cases, the adapter would be partially detached while

some or all the sensors are indicating otherwise. This is because in these few cases,

the proximity sensors were still able to detect the bucket’s presence even when the

adapter was not fully inserted. This means that individual sensors may not detect

partial detachments but will reliably detect a complete detachment.

After the workshop test was concluded, the system was ready for a test on an

operational shovel. A low priority shovel was assigned and sensor-equipped adapters

were installed on its bucket as shown in Figure 4.23. In order to simplify and speed
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Adapter attached detacheddetached

Figure 4.22: Sensor readings from an attaching/detaching test in the workshop.

up installation, strong mounting neodymium magnets (K&J Magnetics: MM-A-48)

were placed inside the sensor’s package. These magnets allowed the SNs to be latched

inside the adapter’s cavity.

After installing the SNs, the sink node was mounted on a railing right next to

the operator’s cabin. A Yagi array was used with the LoRa™ transceiver of the sink

node. It boosted the wireless link budget by about 14 dB. The location of the sink

node relative to the bucket is shown in Figure 4.24. The range is approximately 25 m

and with a highly sensitive receiver (down to −142.5 dBm) the wireless link budget

was enough for a reliable connection.

The sensors were up and running before being installed on the adapters. Initially,
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Figure 4.23: The sensor node inside the adapter while it is lifted and being attached
to the bucket on an operational shovel.

Figure 4.24: A photo from the sink node’s location on a rail next to the cabin. The
LoRa™ transceiver used a Yagi array for its high gain and directivity which added
an extra 14 dB to the wireless link budget.

the sensors were inside the cabin of a pickup truck with its heat turned on. This is

reflected in the room temperature readings during the first few minutes (≈ 23 °C)

followed by a downward trend towards the ambient air temperature on that day (≈ 8

°C). It took more than 20 minutes for the core temperature of the sensor node to reach

that of the ambient air. This is due to the low thermal conductivity of the packaging

rubber (0.21 W/mK). After digging started (around minute 67), the friction caused
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Figure 4.25: Sensor data collected from an operational shovel during the field test.

the adapters/teeth to heat up. We can notice the slowly increasing core temperature

as the heat propagates to the inner core of the sensor node.

The light sensor performed as expected in the workshop test as shown in Figure

4.22. The same expected output was observed later when the adapter got attached to

the bucket and before the shovel started digging. However, when the digging started,

the readings fluctuated significantly as shown in Figure 4.25.

The magnetic sensor showed a steady response in the workshop and on the op-

erational shovel. This sensor has the most stable output. The distinction between

both states (attached/detached) of the adapter is very clear. The reason for this clear
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distinction is that the neodymium magnet inside this sensor was chosen so that the

anticipated proximity range of the bucket would cause it to saturate the FSR. This

is explained in more details in [35].

Capacitive and inductive sensors exhibit a similar behaviour. Once again, their

output before the shovel started digging is very close to their output in the workshop.

After digging started, we notice marginal fluctuations in their readings; however,

there is still a clear distinction between the two states (attached/detached). These

fluctuations are attributed to the wiggling motion of the adapter with respect to the

bucket. Since both of these sensors have a sub-millimetre resolution, they were able

to pickup the wiggling motion.

During the numerous attachment/detachment tests in the workshop, the detection

rate was 100% for all the proximity sensors except the light sensor, its rate was 80%.

As for the active shovel test, the light sensor failed to detect attachment while the

capacitive and inductive sensors succeeded with a reasonable margin and the magnetic

sensor with an excellent margin.

Status of individual adapters are displayed on the cabin tablet as shown in Figure

4.26. It is constantly receiving sensory data in real-time from the sink node through a

Wi-Fi connection. The tablet was added to the system to provide a convenient user-

friendly, graphical interface for the operator. It produces audible and visual alarms

whenever a detachment is detected and specifies the location of the missing adapter.

4.3.2 Wear-Level Sensor

The standard model of a parallel plate capacitor with two plates is shown by equation

4.2.
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Figure 4.26: Operator dashboard on the cabin tablet. Sensor readings from both
nodes are shown on their respective adapter’s arm along with their RSS in dBm on
the right.

Co =
εlw

d
(4.2)

Where ε is the the permittivity of the medium between the plates, l and w are the

length and width of the capacitor plate respectively (assuming identical dimensions

for both plates), d is the distance between the two plates. Unfortunately, the clas-

sical model fails to account for the fringing effect. Consequently, several theoretical

models were developed to approximate the fringing effect in parallel plate capacitors

by multiplying Co by a correction factor β such that C ≈ Coβ where C is the total

capacitance after correction. These models were evaluated and compared by [106].

Unfortunately, all models in [106] diverge from our measurements at larger probe

lengths. Thus, we tried another model [107] which was built for a capacitor structure

exactly similar to ours and while it was better at low probe lengths, it still diverged

from our measurements at larger probe lengths. After comparing all the models

in [106] and [107], we found the one developed by Hutson [108] to best approximate

our measurements with a correction factor shown in equation 4.3 but, it is still not

close enough to allow for accurate length measurements.
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βH = 1 +
2d

πR
ln

8πR

d
(4.3)

where

R =

√
lw

π
(4.4)

Where R is the radius of the capacitor plate in case it was circular, however, in

our case where the plate is rectangular, R is defined as a function of l and w as shown

in equation 4.4.

Figure4.27 shows the capacitance of the probe versus its length. Measurements

were compensated for parasitic capacitance between the sensor and the CDC. Each

measurement was averaged over 100 samples or more with a standard deviation

σ ≤ 0.001 pF. The divergence of the measurements from all models as the length

increases can suggest a neglected term in theoretical models that manifests in rela-

tively large capacitor geometries. Further investigations are needed to upgrade the

classical models accordingly. Consequently, to allow for an accurate length measure-

ment from the probe’s capacitance we created an empirical model for that specific

probe design. In our case, the empirical model for the probe’s capacitance Cemp is a

fitted regression line Cemp = i + sl with an intercept i = −8.17 × 10−14 and a slope

s = 5.13× 10−11.
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Figure 4.27: Wear level sensor capacitance vs its length.

4.4 Power

We measured the power consumption of the SNs using a programmable DC source

(Agilent/Keysight: 66309D Mobile Communications DC source). The DC source

sampled the supply voltage and current every 1 ms.

Throughout the test, the batteries maintained a stable supply voltage of 3.61

v. The current consumption profile for a single duty cycle (idle →sense →transmit

→idle) is shown in Figure 4.28. The total energy consumed per cycle is estimated at

61.94 mJ over a period of 866 ms.

These results indicate that without even invoking the deep sleep mode of the

microcontroller and with the 0.5 factor of safety for the battery capacity, the 9-cell

battery is sufficient for a total of 2, 449, 790 data packets which if distributed evenly

over one year would give a maximum status update delay of approximately 13 seconds.

Such delay is small enough because it takes the shovel nearly four minutes to load

one hauler truck.
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1 2 3 4 5

Figure 4.28: Current consumption profile for a single duty cycle of the SN. In region
1 and 5 the SN was idle. In region 2, the controller was collecting sensory data from
all the sensors. In region 3, the radio was being activated. Finally, in region 4, the
SN was transmitting a data packet.

4.5 Summary

In this chapter we explored the implementation of our designed system. We pre-

sented the results of its laboratory tests in addition to its field tests. The system’s

functionality and performance has been verified and established relative to the dis-

cussed application requirements.
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Chapter 5

Entropic Sensing

5.1 Introduction

The work presented in this chapter was inspired by the challenges highlighted in the

previous chapters. Specifically, the constrained energy budget of a wireless sensor.

This work is intended for real-time monitoring applications where sensory data must

be transmitted in real-time to inform time-critical control decisions.

As aforementioned in previous chapters, the use of WSNs to monitor industrial

and environmental assets is on the rise. The ecosystem and the standards needed

for the full adoption of WSNs is currently being shaped by the big players in the

telecommunication sector. However, one crucial component in any WSN which will

always be application dependent is the SN.

More applications are surfacing recently, sparked by academic and commercial

interest. Every application has requirements that originate from a unique set of

operating conditions, performance goals, and design constraints. Since application

requirements are the primary driver of hardware design, each application needs a

custom-designed SN. The need for a unique SN in each application is also asserted
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by [11] after their review of the hardware specifications for over 40 different SNs.

While hardware design requirements and their associated challenges vary from

one application to another, there is one persistent challenge in almost every design

— the limited energy budget of wireless sensors. Even with the recent advances in

energy storage and harvesting technology, it remains one of the primary restricting

factors in any wireless sensing hardware design.

Energy budgets can be balanced by either increasing supply or decreasing demand.

Increasing energy supply relates directly to the battery’s capacity or the output power

of a given harvesting technology. Both battery capacity and harvesting technologies

are dependent on the application at hand. Generally, it is more difficult to address

the energy challenge from the supply side. However, something can be done from

the demand side that can reduce power consumption in potentially any SN. In this

chapter, I will demonstrate my attempts to reduce the power consumption of SNs by

reducing the number of data packets an SN has to transmit in real-time.

The SN is usually battery powered and is typically composed of four major func-

tional blocks, the power supply, the controller, the sensor/transducer, and the wireless

transceiver, as shown in Figure 2.2. The transceiver is an essential component in any

SN. By definition, a wireless sensor must have a wireless transceiver onboard. In

addition to our work in Chapter 4, authors of [109–111] concur that the transceiver is

the most power-demanding component in the SN. Thus, by reducing the number of

instances of wireless transmissions, we can effectively reduce the power consumption

of SNs.
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Figure 5.1: The signal path in a typical WSN.

In the context of monitoring applications where the WSN is deployed to monitor

the condition or the status of an industrial asset, the SN takes a measurement and

transmits the reading back to the sink instantaneously. The aim of this research is to

maximize information transfer from the SN to the sink while minimizing data trans-

fer. There are several approaches to this problem. Each approach puts forward its

assumptions and has its limitations. We briefly discuss two well-known methodologies

and then state our approach.

5.1.1 Existing Approaches

Data compression is one approach to reduce the payload of each data packet before

transmission. By exploiting repetitions in the time-series a compression algorithm can

reduce its size. The compressing code is designed based on the statistical distribution

of the given time-series.

For example, in [112], a variable length Huffman code is used to compress tempera-

ture and humidity data on the SN. By assigning short code words to the smaller differ-

ences in subsequent measurements, a lossless compression ratio of 67% was achieved.

Data compression is an effective approach when the data payload is relatively

large, such as when an SN is transmitting numerous sensor readings in a single
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packet. However, it is not the best approach to our application for two reasons.

First, the energy savings from reducing the payload can be limited even with the

67% compression ratio put forth in [112] because of the overhead required by channel

coding and by the network protocols for framing the data packet. Such overhead can

depreciate power savings made by reducing the payload size. Also, activating the

radio is power-consuming as shown in Figure 4.28. Second, in a data compression

approach, the statistical distribution of the signal is usually known. This allows for

designing the optimal code for the given signal [112]. Thus, for multiple sensors on

board the SN, several codes will be implemented to compress the collected samples

before transmission. Therefore, prior knowledge about the statistical structure of the

sensory data would be needed to choose the code.

Some compression algorithms do not require prior statistical knowledge of the sig-

nal since they build their dictionary in real-time [113]. However, the given algorithms

in [113] processes data in blocks of 528 bytes. This means, wireless transmission is

triggered only after the block is full with encoded data. Thus, real-time monitoring

applications will not benefit from this approach.

Another popular approach is compressed sensing [114] [115]. It allows for com-

pressing data significantly by representing the time-series vector in a given orthonor-

mal basis (e.g., Fourier, wavelet) in which the signal’s transform coefficients are as-

sumed to be sparse. The sparsity assumption holds for most natural signals and

images [115], this is the reason for the success of transform coding compression [116].

Compressed sensing has numerous applications in many areas. For example, remote

sensing [117], tomography [118], spectrum sensing [119], and RADAR [120].

Compressed sensing is built on convex optimization, which assumes the data is
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available in batches. Conversely, in our case, the data arrives as individual samples

in a one-dimensional time-series. While there has been some work on dynamic com-

pressed sensing [121] [122], the sparsity assumption is still essential in such works.

That is, the measurements are taken incoherently from a signal whose representation

in a given basis transformation contains a sparse set of coefficients.

Compressed sensing may not apply to our application for two reasons. First,

sensory data in real-time monitoring applications do not arrive in batches. Second,

the sparsity assumption cannot be made for any signal without prior knowledge about

its representation in a given basis transformation.

Generally, in a WSN, the sink has significantly more energy and computing re-

sources than an SN. This notion is adopted by researchers because it is inline with

field experience and common engineering sense [123]. Thus, our approach will ex-

ploit this difference in energy supply and computing resources between the sink and

an SN. By efficiently omitting information at the SN, we can reduce wireless traffic

and, by extension, the SN’s energy expenditure. Then, at the sink, we can afford to

spend more energy and use computing resources to recover the omitted information

in real-time.

We aim to reduce the number of samples transmitted by the SN and recover all

the omitted samples without causing too much error in the reconstructed time-series.

Our approach is based on the intuition that samples are not equally valuable in the

information sense as some samples carry more information than others.
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5.2 Entropy

We need to find a metric to measure how a given sample contributes to the total

complexity of a discrete time-series. This metric would allow the SN to rank samples

as they are collected and decide on each one whether it is worth the energy expenditure

for transmitting it to the sink or omit it from the real-time stream.

In the literature, there are plenty of metrics that can measure the complexity

of a time-series. At a fundamental level, there is no agreement among researchers

on the axioms and postulates of a complexity quantifier. I will go over some of the

important metrics introduced and later will choose one of them for this work. The

choice is based on two criteria:

1. The chosen metric should be computationally simple to be implemented on

resource-limited hardware platforms (i.e., a microcontroller).

2. The chosen metric must be able to recognize samples of sudden events in the

time-series to transmit them in real-time.

Being one of the fundamental concepts of information theory, the notion of in-

formation entropy [124] (as opposed to the thermodynamic entropy) was introduced

originally by Shannon in 1948 [125]. Since then, the postulates and the axioms of

this notion were debated among researchers. Consequently, other formulations of the

entropy was crafted mainly to address the need for quantifying information and com-

plexity of statistical data. Entropy can be expressed in nats or bits depending on the

base of the logarithm in its formulation. Moving forward, the entropy in this work

will always be expressed in bits (i.e., the logarithms are taken to the base 2).

The Shannon entropy of a discrete random variable is defined by equation 5.1.
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It is also called the self information, which is a measure of the average information

content in one sample of X.

H(X) = −
∑
xn∈A

p(xn) log2 p(xn) (5.1)

The Rényi entropy [126] expressed in equation 5.2 was introduced as a general-

ization to Shannon’s entropy that satisfies the postulates made by Fadeev [127] to

characterize the quantity H(X). Rényi refers to α as the order of the distribution of

X where as α > 0 and α 6= 1, however, as we approach the limit α → 1 the entropy

H(X) converges to Shannon’s formula (equation 5.1)

Hα(X) =
1

1− α
log2

(∑
A

p(xn)
α

)
(5.2)

To sum up, the Rényi family of absolute entropy measures include:

1. The the maximum (Hartley) entropy H0(X) which is the maximum possible

entropy for a given alphabet A. It is easy to derive it from Shannon’s formula

(equation 5.1) by imposing a uniform distribution on X. This means that the

maximum entropy of X (i.e., the most uncertainty) is obtained when all of its

states are equally probable at every time step. That is to say we have the least

amount of information about X because its past did not favour any of its states

over another in the number of occurrences. The maximum entropy H0(X) is

simply defined by the base-two logarithm of the cardinality of X’s alphabet as

shown in equation 5.3.

H0(X) = log2#A (5.3)

2. Shannon entropy H1(X) ≡ limα→1Hα(X)
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3. Collision entropy H2(X) ≡ limα→2Hα(X)

4. The minimum entropy H∞(X) ≡ limα→∞ Hα(X)

Rényi’s generalization was still not satisfying all researchers’ needs. Furthermore,

with a widespread disagreement on the axioms of an essential information theoretic

quantity such as the entropy, one can only go back to the most fundamental dis-

cussions of this concept in hopes of a more unified understanding and formulation.

Consequently, in a well put discussion on the axioms of entropy and sparsity [128,129]

we have a generalization to many of their measures including Rényi’s.

Aside from absolute entropy measures, it is worth mentioning that Rényi’s work

[130] also included a generalization for the relative entropy (Kullback-Leibler diver-

gence [124]) between two probability mass functions.

Moment statistics (e.g., mean, variance) has a holistic approach to characterizing

time-series. This also applies to the entropy in its traditional sense. Other entropy

measures were created to capture the predictability/regularity and the complexity

of time-series. Pincus introduced approximate entropy (ApEn) [131] in an attempt

to adapt the entropy measures of Kolmogrorov, Sinai, and Oseledets [131] to practi-

cal (limited in size) data sets. ApEn is measure of complexity that applications in

physiology [132], finance [133], and climatology [134].

Later on the sample entropy (SampEn) was introduced as an improvement on

ApEn. Unlike ApEn, the SampEn decouples the size of the time-series from the

calculation. Also, SampEn eliminates the bias in ApEn resulting from self counting.

Along with other advantages, SampEn seems to be a better formulation for ApEn

[135].
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Multiscale entropy (MSE) [136] builds on SampEn and ApEn and includes multi-

ple time scales of measurement. This allows MSE to assess the complexity of a given

time-series at longer and shorter time scales. Also, MSE quantifies complexity as the

sum of entropies over all time scales. Much like ApEn and SampEn, MSE is also

applied in biological signal analysis [137].

Permutation entropy [138] is another attempt at quantifying the complexity of

time-series using a simple algorithm that can work with practical data sets. Although

permutation entropy can, in some cases, give false conclusions about the temporal

structure of the time-series [139], it is still a valuable step in the right direction.

Let us now set aside this multitude of entropy measures and formulations. Quanti-

fying the contribution of a single sample to the total information content or complexity

of a time-series may require a whole separate study. Starting from the axioms just as

in [128, 129], one may find a proper formulation for such quantity. The question re-

mains whether such quantity can be easily computed on SN hardware. Furthermore,

the goal of this work is to reduce the energy consumption of SN by omitting some

samples from the real-time transmitted data. Thus, we will settle for the most basic

formulation of the entropy, that is Shannon’s entropy, in an attempt to demonstrate

the concept of entropic sensing as a system rather than dive into an abstract study

of one of the most fundamental concepts of information theory.

Hereinafter, whenever the term entropy is used it will refer exclusively to Shan-

non’s entropy in equation 5.1. In the next section, I will demonstrate how Shannon’s

entropy can be used to capture the statistical and temporal structure of X using less

number of samples while ensuring real-time transmission of unpredictable events in

X all while bearing a reasonable computational load on the SN’s hardware resources.
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5.3 Formulation

We assume knowledge of each individual sample in real-time in addition to some

indicators of its past. Each sample, when captured by the SN, is judged to determine

whether it should be transmitted or omitted based on the amount of information it

adds to the total information content of the whole signal.

Let us consider the SN used in a monitoring application (say for GET) where a

certain physical quantity (e.g., temperature, pressure, proximity) is being measured

regularly (with equal time delay between measurements) and measurements (later

referred to as samples) are transmitted in real-time to a sink over a half-duplex

channel. The sensory data stream forms a discrete time-series. Each measurement

(sample) is transmitted in real-time in a single data packet.

Figure 5.2: The signal path in the introduced entropic sensing system.

The objective is to reduce the energy consumption at the SN by minimizing the

number of transmitted samples while keeping error in the reconstructed X (later

referred to as X̂) as small as possible. This means the SN will not transmit a subset

of X samples as they are collected in real-time. The important question is how can
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the SN determine which samples get to be transmitted to the sink and which ones

will be omitted?

X is a discrete time-series to be transmitted from an SN to a sink node. Y is the

observed r.v. at the receiver which will be used to construct and estimate of X called

X̂. The solution then is to find the best estimate X̂ for the current instance of X

given the current and the past instances of Y and X̂.

The sensor readings form a discrete time-series X with an alphabet A and a

probability mass function (PMF) P (xn) = Pr{X = xn} where xn ∈ A such that

n ∈ {1, 2, 3, ...N} where N = #A (i.e., N is the cardinality of the set A). In other

words, N is the number of bins in the histogram of X. Furthermore, X produces

uniform time samples represented by the vector S = {s1, s2, ..., st, ..., sT}, where T is

the total number of samples collected from X.

5.3.1 Assumptions

The following assumptions are made to set the framework of simulations and to outline

the suitability of entropic sensing for different applications.

1. The probability of error in Y is zero. This assumption is made to simplify

simulations. The point of this work is to demonstrate entropic sensing as a

methodology. Thus, introducing channel imperfections will not put the pro-

posed approach at any advantage or disadvantage compared to the existing

methods because all are subject to the limitations of wireless channels. In fact,

one may argue that entropic sensing reduces wireless traffic and therefore might

be less prone to channel induced errors such as packet collisions.

2. X is a regularly sampled discrete time-series. In other words, time intervals
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between X’s samples are equal. Also, X’s samples are quantized to a finite

predefined set of bins.

3. The SN has only one transducer/sensor onboard. This is a restricting assump-

tion that can hinder the applicability of this work pending further research

work. Discussed in section 5.7.

5.3.2 Generalizations

We can generalize the applicability of entropic sensing with these points. Each point

represent a liberating assumption that puts this method at an advantage when com-

pared with other methods lacking such generalizations.

1. There is no prior knowledge about X. Unlike what is assumed in compressed

sensing schemes [140] we assume no prior knowledge about the compressing

basis or the statistical structure of X. Thus, it is not possible to construct an

optimal code for X. This brings ES closer to practical implementation.

2. The SN does not need a firmware update over the air. While having the op-

tion to update the firmware during operation can improve and further tune our

algorithms, however, most commercially available chips still lack this capabil-

ity. Assuming no firmware updates mid-operation brings this work closer to

practical implementation.

3. Communication is unidirectional from the SN to the sink. In other words, there

is no need for a full-duplex channel. This widens the applicability scope of this

approach and adds to its spectral efficiency.
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5.3.3 Benchmarking Time-Series

In this section, we go over the set of discrete time-series or signals chosen to evaluate

the performance of the given entropic sensing system. All signals were normalized

before being processed. The normalization was done to facilitate comparing perfor-

mance between all signals, however, in a real implementation, no normalization is

required.

1. A constant signal with a square pulse. This signal was introduced to make sure

that samples representing significant unpredictable events in the signal will be

picked up by the glsEF algorithm and transmitted in real-time.

S1 =


1 0.5T ≤ t ≤ 0.6T

0 Otherwise
(5.4)

2. A linear monotonic signal increasing in time with a constant slope. This sig-

nal is intended to evaluate the predictor’s performance in handling an easily

predictable signal.

S2 = 1.2t (5.5)

3. A simple sinusoidal signal with a single frequency and no added noise. This and

the next three signals represent a sinusoidal waveform with a staggered increase

in complexity. S3 is the simplest form.

S3 = A sin (t) (5.6)

where A = 10 is the amplitude.
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4. We add four equal-amplitude harmonics to the previous signal to get S4 . No

added noise.

S4 = A sin

(
t

4

)
+ A sin

(
t

2

)
+ A sin (t) + A sin (5t) (5.7)

5. Now we add noise to S4 to increase the complexity of S5. We use additive

white Gaussian noise (AWGN).

S5 = A sin

(
t

4

)
+ A sin

(
t

2

)
+ A sin (t) + A sin (5t) + AnN (µ = 0, σ = 0.8)

(5.8)

where An = 5 is the noise amplitude.

6. Finally, we introduce an unpredictable event similar to S1 in order to evaluate

the system’s performance in picking up such events in real-time.

S6 =


S5 + 10A 0.5T ≤ t ≤ 0.6T

S5 Otherwise
(5.9)

7. S7 is a non-stationary signal from an iterative generator and AWGN as follows.

Since, most physical signals are non-stationary, it will be interesting to explore

the system’s performance in handling such signals.

st = st−1 + AnN (µ = 0, σ = 0.8) for t = {2, 3, 4, ..., T} (5.10)

where, s1 = random(−1, 1) and An = 20, such that random(x, y) is a random

generator with a uniformly distributed output of two states (x and y).
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8. To stretch our system to its limits, let us introduce a purely random signal. S8

is a random walk produced with an iterative generator as follows,

st = st−1 + random(−1, 1) for t = {2, 3, 4, ..., T} (5.11)

where, s1 = random(−1, 1).

9. Now for comparison, we use series that are commonly used in literature. S9

and S11 are two of the most commonly used series in time-series analysis and

prediction research. S9 is the Santa Fe laser time-series [141, 142].

10. S10 is called the Hénon map [143]. It is one of the widely studied discrete-time

dynamic system with chaotic output [142]. This is used to evaluate the system’s

performance in chaotic signals which are common in the physical world. S10 is

generated as follows,

st = 1− ast−1
2 + bst−2 for t = {3, 4, ..., T} (5.12)

where s1 = s2 = 0, a = 1.1, and b = 0.3.

11. S11 is the Leuven time-series [141].

5.4 Entropic Filter

This section introduces the Entropic Filter (EF) algorithm which is the heart of the

entropic sensing system.

At the very beginning, the SN will attempt to prime the predictor with basic

knowledge about the temporal and statistical structure of X. This means the SN
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will transmit a preset number of priming samples (nps) directly to the sink without

filtering. Afterwards, the EF algorithm will be engaged till the end.

As time progresses, samples of X arrive consecutively. At each time step t the

newly added sample will alter the distribution of X and in turn its entropy H(X). In

other words, H(X) changes every time a new sample is added to the series X. This

change in H(X) is what the SN will exploit in making the transmit/omit decision for

each sample.

Now that we have established that H(X) is constantly changing with time t. Let

us reserve the notation H(X) for the total entropy of X and define instantaneous

entropy (IE) of X as follows.

Definition The instantaneous entropy (IE) of X at time t denoted by H(X)t

is the entropy of X computed from the sample set S = {1, 2, 3, ..., t}.

As a new sample (st) arrives, the new value of the entropy is computed. It is

computationally demanding to use Shannon’s formula in equation 5.1 which requires

the re-computation of X’s histogram every time step. Fortunately, there is a more

efficient method of computing the IE H(X)t from its own previous value H(X)t − 1

and a few other easily computed terms. This method is derived and discussed in

section 5.4.1.

Figure 5.3 shows the flow chart for the glsEF algorithm. It consists of two parallel

branches. Both branches are identical except that the right branch operates on the

first difference of X.
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Figure 5.3: The flow chart for entropic filtering.

Analogous to the difference quotient in single-variable calculus, let us define the

”difference of the instantaneous entropy” of X at time t (denoted by dH(X)t) as the

change in the IE H(X)t due to the addition of the most recent sample st to X.
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Definition For a discrete time-series X with uniform time samples represented

by the vector S = {s1, s2, ..., st, ..., sT}, the IE difference at time t is the difference

between the IE of X at time t and that at time t − 1. denoted by dH(X). The IE

difference is a vector with size T − 1.

dH(X)t = H(X)t −H(X)t−1 ∀ t ∈ {2, 3, ...T} (5.13)

After calculating the instantaneous entropy difference, we get its absolute value

as shown in Figure 5.3. This step is introduced because a sample that reduces H(X)t

significantly is equally important to a sample that increases H(X)t significantly.

Then we come to the point where we compare |dH(X)|t to its previous values

and rank its value in a sorted vector of all the previously stored values. The rank of

|dH(X)t| will be a number r indicating the position where |dH(X)|t should be inserted

if we where to keep |dH(X)|1→t−1 sorted. Keep in mind that r ∈ {1, 2, 3, ..., t} and

before passing it to the Probability Shaping Function (PSF) denoted by psf it is

divided by t to normalize it. The normalized rank is denoted by ř and the psf is

discussed in details in section 5.4.2.

The steps of entropic filtering S6 are shown in Figure 5.4. Similar plots for all the

other benchmarking signals are in Appendix B.1.
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ř X

0.0

0.2
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5.4.1 Computing Entropy

Computing entropy is to be performed every time step on resource limited SN’s

hardware. Thus, it is essential that we seize every opportunity to compute H(X)t

efficiently at every time step.

Traditionally, we would start by empirically calculating the PMF of X (i.e., the

histogram hist(X)t) from all its previously collected samples. Then, we use equation

5.1 to calculate the entropy.

Looking into the traditional method reveals considerable redundancies in calcu-

lating histograms and the entropy summation repeatedly at every time step. Not to

mention the need to store all previous samples of X locally on the SN throughout its

lifetime. Consequently, I constructed an iterative computing method for H(X)t in a

more efficient way from H(X)t−1 and hist(X)t−1.

The entropy at t− 1 and at t as shown in equations 5.14 and 5.15.

H(X)t = −
∑
xn∈A

p(xn)t log2 p(xn)t (5.14)

H(X)t−1 = −
∑
xn∈A

p(xn)t−1 log2 p(xn)t−1 (5.15)

Note that p(xn) is indexed by t for the same reason hist(X) is also indexed by t and

that is because the histogram of X changes at every time step by the addition of st.

This means that we have to keep updating hist(X)t as time progresses. Fortunately,

we do not have to compute hist(X)t every time from the whole population of samples.

When we progress through time st is captured at every time step, and it will be

enlisted to only one of the states in A denoted by xrt. This means that the probability
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of the most recent state (i.e., at the current time) p(xrt)t will increase from its previous

value p(xrt)t−1. On the other hand, the probability of all the other states will decrease

by a factor of t−1
t

. To explain the notation of p(xrt)t further, the letter r indicates the

most recent state, xrt is the state of st where rt ∈ {1, 2, 3, ...N}, and the probability

of this particular state xrt at time t is denoted as p(xrt)t. Similarly, the state of st−1

is xrt−1 and its probability at time t− 1 and t is p(xrt−1)t−1 and p(xrt−1)t respectively.

Now, let us define A′
t as the set of all states of X except the state in which st is

enlisted. Thus,

A′
t = A \ {xrt} (5.16)

Now let us see how the probabilities in hist(X)t can be updated from hist(X)t−1.

p(xn)t =
t− 1

t
p(xn)t−1 where xn ∈ A′ (5.17)

and,

p(xrt)t =
t− 1

t
p(xrt)t−1 +

1

t
(5.18)

The time index t is used for the recent state corresponding to st, and its probabil-

ity. The time index is also used for its numerical value to represent the total number

of samples collected up to the current time t.

Define

H(CX) = −
∑
xn∈A

Cp(xn) log2 (Cp(xn)) where 0 ≤ C ≤ 1 (5.19)

Then, it follows that,
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H(CX) = −
∑
xn∈A

Cp(xn) log2C + Cp(xn) log2 p(xn) (5.20)

H(CX) = −C log2C
∑
xn∈A

p(xn)︸ ︷︷ ︸
=1

−C
∑
xn∈A

p(xn) log2 p(xn)︸ ︷︷ ︸
=H(X)

(5.21)

Therefore,

H(CX) = −C log2C + CH(X) (5.22)

Now, let us extract the term corresponding to the most recent state xrt from the

summation in equation 5.14. hence, we get,

H(X)t = −p(xrt)t log2 p(xrt)t −
∑

xn∈A′
t

p(xn)t log2 p(xn)t (5.23)

By substituting equations 5.17 and 5.18 in 5.23 we get:

H(X)t =

part1︷ ︸︸ ︷
−
(
t− 1

t
p(xrt)t−1 +

1

t

)
log2

(
t− 1

t
p(xrt)t−1 +

1

t

)
part2︷ ︸︸ ︷

−
∑

xn∈A′
t

(
t− 1

t
p(xn)t−1

)
log2

(
t− 1

t
p(xn)t−1

) (5.24)

for simplicity let t−1
t

= C and p(xrt)t−1 = R. Then, part1 becomes,

part1 = −
(
CR +

1

t

)
log2

(
CR +

1

t

)
(5.25)
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and part2 becomes,

part2 = −
∑

xn∈A′
t

Cp(xn)t−1 log2 (Cp(xn)t−1) (5.26)

From equation 5.23 we get,

part2 = Cp(xrt)t−1 log2 (Cp(xrt)t−1)−
∑
xn∈A

Cp(xn)t−1 log2 (Cp(xn)t−1)︸ ︷︷ ︸
=H(CX) from equation 5.19

(5.27)

Then, from equation 5.22 we get,

part2 = −C log2C + CH(X)t−1 + Cp(xrt)t−1 log2 (Cp(xrt)t−1) (5.28)

Recalling part1 from equation 5.25, part2 from equation 5.28, and recombining

them in equation 5.24 we finally get,

H(X)t = −
(
CR +

1

t

)
log2

(
CR +

1

t

)
− C log2C + CH(X)t−1

+Cp(xrt)t−1 log2 (Cp(xrt)t−1)

(5.29)

To express equation 5.29 in a simpler form, let us define a function f(x) = x log2 x

with following the convention 0 log2 0 = 0 based on the argument of continuity as

in [124]. Therefore equation 5.29 can be rewritten as,

H(X)t = −f

(
CR +

1

t

)
− f(C) + CH(X)t−1 + f (CR) (5.30)
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As we can see in equation 5.30, the entropy at time t can be efficiently calculated

from its own value at time t − 1. To compare, let us rewrite Shannon’s formula by

using f(x) = x log2 x as follows.

H(X)t = −
∑
xn∈A

f (p(xn)t) (5.31)

Thus, using Shannon’s formula entails N computations for f(x), and N − 1 sum-

mations while using the iterative formula in equation 5.30 entails only three computa-

tions for f(x), five summations and three multiplications. Additionally, the iterative

formula is not a function of N which means we can increase the resolution of a sensor’s

output without worrying about an extra computing cost for the SN.

In Figure 5.5, H(X)t is computed by Shannon’s formula and again with the iter-

ative formula to confirm that both produces the exact same values. The same plot

for all the benchmarking signals are listed in Appendix B.2.
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5.4.2 Probability Shaping Function

The PSF is a mapping function that allows for tuning the glsEF algorithm to favour

samples from a given range of values for their entropy difference. This means we

can design the PSF to favour low entropy samples, high entropy samples, or any

combination that can improve the performance of our system for a given signal.

The PSF takes the normalized rank ř = r
t

of the current sample and outputs the

probability of transmitting it p = psf(ř).

In this work we have experimented with four different PSFs. We cannot claim that

any of the four functions is optimized for a certain signal but, from the simulation

results, there are clear advantages of using some over the others.

The four PSFs are:

1. psf1 (high entropy): this function transmits (with probability one) high entropy
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samples whose ř is greater than or equal a predefined threshold th = 0.7. Sample

whose ř is less than the threshold will be transmitted with probability equals

to ř itself. The intuition behind this psf can be derived from the definition

of entropy itself where high entropy samples are those which introduces new

structure to the series and are harder to predict by the sink thus are more

worthy of being transmitted. This intuition evident in other works [144].

p =


ř ř < th

1 ř ≥ th

(5.32)

2. psf2 (low entropy): this function is the inverse of the high entropy psf . It

is included only to establish the proper distinction in the performance of the

entropic sensing system between favouring low entropy samples vs high entropy

samples. The threshold in this case is 0.3.

p =


1− ř ř > th

1 ř ≤ th

(5.33)

3. psf3 (mirrored sigmoids): this function consists of two sigmoid functions back

to back. The intuition behind it is to include very low and high entropy samples

in the transmission while omitting ones in the mid-low range. This psf is defined

as follows,

p =
1

1 + e−(40ř−25)
+

1

1 + e(80ř−6)
(5.34)

4. psf4 (high & random): this psf combines the high entropy function above the
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Figure 5.6: The four probability shaping functions used in this work.

predefined threshold th with a uniformly distributed random function below it.

It is defined as follows,

p =


random(0 → 0.6) ř < th

1 ř ≥ th

(5.35)

To get a better sense of what the PSF does to the population of samples, I plotted

the probability density function (PDF) of the normalized rankings řX and řdX of all
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Figure 5.7: Histogram of ř for X and dX of S5.

samples for S5 as shown in 5.7. We can clearly notice the skewed distribution of ř.

Most samples have low entropy while few have high entropy. It important to transmit

those high entropy samples and that is why three of our PSFs have a value of one

for ř > 0.7. The PDF plots for the rest of our benchmarking series (S1 to S11) are

included in Appendix B.3.

A note regarding the demonstrated histograms is that they are constructed by

comparing each sample to the past samples only. One might think that if the com-

parison was made among all the samples (past and future), the histogram might be

different. Nevertheless, in real-time we only have access to the past. Thus, it is

not meaningful to construct any PSF by looking at a histogram that can never be

reproduced in reality.
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5.5 Recovery

Entropic filtering leaves the signal with a significant number of omitted samples.

Recovering the omitted samples at the sink is the responsibility of the predictor in

Figure 5.2.

The flow chart for the predictor’s operation is shown in Figure 5.8. It is repeated

every time step. Thus it is important to choose a suitable predictor, taking into

account the available hardware resources at the sink, because real-time execution

must be attained.

Figure 5.8: Flow chart of the predictor’s operation inside the sink.

Every time step, the cycle starts with a condition. If st is received, it is appended

directly to X̂. Then, the predictor goes through an iteration of updating its model

by utilizing the recent information contained in st as well as all the previous samples

(received and estimated). On the contrary, if st was not received at its designated

time, the predictor tries to recover st by predicting it based on its updated model.

The predictor produces its estimate ŝt and appends it to X̂.

It is well known that the accuracy of predictions, by any given predictor, decreases
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significantly as the number of steps ahead is increased. Fortunately we do not have

to be concerned about this because the probabilistic nature of the glsEF algorithm

limits the number of consecutive omitted samples to a small value (≈ 3).

5.6 Evaluation

We use simulation to evaluate the performance of the system. The simulation was

coded in Python with the help of several open source libraries including Numpy,

Pandas and Tensorflow. The full run of all the 11 signals using all four PSFs takes

about 24 hours on a typical desktop computer without invoking parallelism in the

code.

We use a deep-learning predictor because it can adapt to any signal on the fly.

Better results may be possible if we optimize the choice of the predictor with an

anticipated signal dynamics. For example auto-regressive integrated moving average

(ARIMA) models could be faster and more accurate for some signals [145] but, when

it comes to seasonal and/or non-stationary ones, ARIMA models require manual

tuning, and that is far from ideal in real-time applications.

Recurrent Neural Network (RNN) in general and Long short-term memory (LSTM)

networks in specific are known for various applications including nonlinear system

identification [146], time-series prediction [147,148], and speech recognition [149]. Fur-

thermore, RNN nodes form a directed graph along a temporal sequence which makes

them able to capture temporal and statistical complexities of time-series. Thus, the

chosen predictor is an LSTM network which had the same hyper-parameters through

all simulations demonstrating its versatility.

For evaluating energy savings, we calculate the ratio between the cardinality of
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Y that is the number of transmitted samples, and the cardinality of X, which is the

number of captured samples and is equal to T . Let us call it the samples reduction

ratio (SRR) such that,

SRR =
#Y

T
(5.36)

As for evaluating errors in X̂ when compared to the original signal X, There are

several metrics to chose from, however, in agreement with the arguments presented

in [150] the metric I chose is the average Euclidean error (AEE) (sometimes called

the mean absolute error, though it is not a recommended term according to [150])

denoted by |e| and calculated as,

|e| = 1

T

T∑
t=1

|st − ŝt| (5.37)

In Figure 5.9, the performance of the four PSFs is compared. for the given signal

S11, we can see the clear difference between the “low entropy” PSF and the other

three. While the “low entropy” result exhibit the lowest |e| it is also saving no energy

with the highest SRR. As for the other three PSFs, their performance is comparable

with the “high entropy” function showing the lowest SRR with a marginal increase

in |e| over the “mirrored sigmoids” and the “high & random”. The highest value for

|e| in this case is just below 0.015. This means that with entropic sensing, we were

able to recover X in real-time with 98.5% accuracy while omitting more than 60% of

samples from the data stream.

The plot in Figure 5.9 is a result corresponding only to S11. The results for each

of the chosen benchmarking series exhibit similar outcomes and are listed in Appendix
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Figure 5.9: |e| and SRR among all the probability shaping functions for S5.

We also looked at the instantaneous absolute error et = |st − ŝt| to get a sense of

how errors occur over time. In Figure 5.10 we can see X and X̂ in the top plot and

|e| in the bottom plot. Notice how |e| decreases over time as the prediction model

gets better with incremental learning. The decreasing trend can be observed in some

benchmarking signals such as S11 while not in others such as S8. The decreasing

trend can be attributed to the non-increasing complexity of signals over time. The

LSTM model is able to learn such complexity over time, and hence produce more

accurate predictions.

We can see that signals with a random component such as S5 to S8 do not exhibit

the decreasing trend in |e|, because the predictor is not able to catch up with the
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increasing complexity of the signal over time. This is noticeable in the instantaneous

entropy plots of such signals where we can see more fluctuations and no saturation as

time passes. Furthermore, an increasing trend in |e| is demonstrated for S2 as shown

in Figure B.46 for the same reason. It is because S2 does not cover its full dynamic

range until the very end. This means new information is being added constantly to

the predictor at a rate higher than its ability to learn. This can be deduced from the

instantaneous entropy plot of S2 in Figure B.13.

Like any parameterized algorithm there are some trade-offs to be made when we

tune the parameters. If we vary the threshold th of psf1 we can bias the glsEF

algorithm towards or away from high entropy samples as desired. This has a direct

effect on SRR and |e|. As shown in Figure 5.11, as th increases, SRR decreases

because fewer and fewer samples lie in the high entropy side of the histograms of řX
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Figure 5.11: Average Euclidean error (|e|) and the sample reduction ration (SRR) vs
the threshold (th) of psf1.

and řdX as shown in Figure 5.7. On the contrary, |e| increases with th because fewer

samples means less information available for the predictor. However, even with a very

high th = 0.95 the mean absolute error |e| is still limited below 0.9% supporting the

claim that most of the self information in a time-series is contained in a small portion

of its samples.

5.6.1 Memory Requirements

At every time step, the SN compares řX with |dH(X)|1→t−1 and řdX with |dH(dX)|1→t−1.

This means the SN will have to store 2(T − 1) entries by the end of its life. Also,

we need to store the previous and current PMFs of X which accounts for 2N entries.
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Further memory needs are marginal and independent of sensory data.

In our case T = 1500 and N = 50. Thus, most of our memory needs can be

accounted for by 2(1500 − 1) + 2 × 50 = 3098 locations. Assuming we store all our

entries in a standard floating-point format (32 b = 4 B), the required memory size

amounts to ≈ 3 KB. This is highly reasonable for most currently available microcon-

trollers. For example, the microcontroller used in Chapter 4 (TI: MSP432P401R) has

up to 64 KB of SRAM and 16 KB of flash information memory (excluding 256 KB of

flash program memory).

5.6.2 Energy Savings

So far, the energy savings of the SN has been expressed in terms of the sample

reduction ratio SRR. This section will translate the value of the SRR to actual

energy savings based on real measurements from our work in Chapter 4.

From Section 4.4, the energy consumption of our SN through one reporting cycle

was measured to be ≈ 62 mJ. From Chapter 4, the 9-cell battery at a factor of safety

0.5, gives a total capacity of 2.6×9×0.5 = 11.7 Ah (151, 632 J). Therefore, the SN will

be able to report up to 151632
0.062

= 2, 445, 677 samples throughout its lifetime. However

with entropic sensing, an SRR = 0.4, which is typical in the presented results, can

extend the number of samples to be reported by (1 − 0.4) × 2445677 = 1, 467, 406

bringing the total number to 3, 913, 083. This accounts for a 60% increase in either

lifetime or reporting time resolution whichever way we decide to utilize the energy

surplus.

The factor governing the amount of energy saving for a given time series is its

SRR. The SRR depends on the structure of the given time series as well as the
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parameters of the entropic filter (e.g. the PSF).

5.7 Summary

Entropic sensing is an energy saving approach for wireless sensors in real-time moni-

toring applications. We defined instantaneous entropy and derived an efficient itera-

tive formula to compute Shannon’s entropy for a time-series.

We introduced the EF which allows the wireless sensor to transmit information

rich samples only while omitting the others. The EF carries marginal computing

overhead, and by extension marginal energy cost on the SN. The system’s demon-

strated potential shows more than 60% increase in the energy budget with less than

2% average Euclidean error in the recovered signal. The system can be configured in

many ways to fit various scenarios and constraints.

Entropic sensing can be incorporated in existing SN hardware with a firmware

update along with a software update to the sink. It does not require any hardware

modifications, special communication protocols or network reconfiguration. Con-

sequently, entropic sensing is compliant with existing communication standards by

default.

SNs with multiple sensors onboard may not have similar energy savings because

the intersection between the sets of omitted samples from different sensors may not

result in a significant reduction in the number of transmitted data packets. In other

words, when a sample from a sensor x1i is omitted, it doesn’t necessarily mean that the

sample from another sensor x2i will also be omitted. This means that the SN’s radio

will have to turn on and transmit a data packet every time step unless all samples from

all sensors onboard are simultaneously omitted by their respective entropic filters.
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On the other hand, it is sensible to expect different time-series to exhibit similar

entropic trends if all signals are related to the same physical entity (i.e., if they are

somewhat correlated). In a more practical sense, if an SN is, for example, monitoring

the internal temperature and pressure of a fuel tank we can expect to see no transmit-

worthy samples in the temperature series if the pressure series also has no transmit-

worthy samples at the same time. Furthermore, if there are any unusual behaviour in

the temperature series, the pressure series will probably exhibit a similar behaviour.
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Chapter 6

Conclusion

This thesis has presented an integrated solution for monitoring Ground Engaging

Tools (GET) and industrial assets in general. The designs put forward serve future

developments by highlighting major challenges and exploring potential mitigation

strategies.

The Sensor Node (SN) presented here consisted of nine sensors employing differ-

ent technologies. This work combined off-the-shelf with custom-designed proximity

sensors to enhance the redundancy of sensing the most important physical quantity in

our application which is a proxy for the mechanical integrity of GET. Other sensors

were included to monitor the SN during operation and provide context-awareness.

Wireless communication has been reliably established in a challenging situation

where the SN is enclosed inside a non-hermetic metallic cavity. The experiments

demonstrated the effect of antenna tuning on the Received Signal Strength (RSS).

The field test demonstrated the signal’s ability to penetrate the pile of sand effectively.

While it did not confirm that it could propagate through several loads of oil sands,

there is no technical reason to expect otherwise (except when the hardware integrity

is compromised) because oil sands has low relative permittivity [151].
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The packaging was able to sustain impact forces up to 8 ton-force without loss in

functionality. Field tests have validated the system in practice and under real con-

ditions. Such successful and documented endeavours can trigger future research and

development in unprecedented directions and encourage researchers to cover new In-

dustrial Internet of Things (IIoT) applications with a better idea about the associated

risks and challenges.

Entropic sensing is introduced as an energy-efficient approach for wireless sensors

in real-time monitoring applications. Instantaneous Entropy (IE) was defined and

utilized as a simple way to quantify the rate of entropy accumulation in time-series.

Moreover, we derived an iterative formula to efficiently compute Shannon’s entropy

for a time-series in real-time. We introduced the Entropic Filter (EF), which allows

the wireless sensor to down sample a time-series and transmit information rich sam-

ples while omitting easily predictable samples. The EF carries marginal computing

overhead and, by extension, marginal energy cost on the SN. The system’s demon-

strated potential shows more than a 60% reduction in energy consumption with no

more than 2% mean absolute error in the recovered signal. The system is flexible and

can be configured in many ways to fit various types of time-series.

The simulation of entropic sensing employed various types of benchmarking time-

series, including stationary, non-stationary, chaotic, and even a random walk. Poten-

tially, this can help reduce the energy consumption of all wireless sensing devices with

minimal effect on the accuracy of recovered data. Furthermore, such development can

potentially invoke better approaches in time-series prediction, data compression, and

low-power communication protocols.
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6.1 Future Directions

Moving forward, it is worth mentioning that implementing a system level solution such

as the one in this thesis is a significant undertaking. Future research efforts should

consider the various resources needed. Technical challenges are not the only challenges

facing such projects. Managing logistics, components and material sourcing, and

manufacturing are major aspects to be considered. Also, worth noting the time it

takes to build a working prototype and test it in the field. Pursuing a practical

implementation carries invaluable engineering lessons, however, its academic output

is diluted.

In this section, we include a technical discussion of the future directions in each

module based on the lessons learned from this work.

6.1.1 Communication

Wireless communication with an SN embedded inside a non-hermetic metallic en-

closure is a challenge facing deployments of Wireless Sensor Networks (WSNs) in

industrial facilities. More research in electromagnetism is needed to find a generic

solution that can fit most enclosures and allow the signal to propagate outside with

minimal losses.

It could be possible to design a radiating structure small enough to fit within

the tight clearances of industrial metallic enclosures yet robust enough to withstand

mechanical abuse and extreme temperatures. This design will allow for SNs to be

embedded in more industrial assets and equipment without having to custom design

a specific antenna for each application.
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6.1.2 Ferrous-Selective Magnetic Force Proximity Sensor

Using a load-cell instead of the Force Sensing Resistor (FSR) can improve the sensor’s

accuracy, increase its dynamic range, and reduce its hysteresis significantly. If the

component cost is justified, a load-cell will introduce several improvements in the

sensor’s performance.

Furthermore, the use of 3D printed fixtures during experiments has been shown

to introduce inaccuracy because 3D printed plastic will flex under elevated loads.

In the future, when characterizing the sensor’s performance with a universal testing

machine, it would be better to use a more rigid non-ferrous material for the fixtures.

6.1.3 Wear-Level Sensor

The parallel-plate capacitor followed the theoretical models only for about 100mm.

For the remainder of our probe’s length, the measured capacitance diverges signif-

icantly from all the models. This divergence calls for a deeper investigation into

the existing parallel-plate capacitor models to expose any physical effects ignored by

our current theoretical models or possibly attribute the discrepancy to errors in either

the manufacturing tolerances of our Printed Circuit Board (PCB) or the experimental

setup.

6.1.4 Capacitive Proximity Sensor

In our presented design, we used a passive ground shield underneath the capacitive

sensing pad. In the future, an active shield could be better suited for proximity appli-

cations where distance resolution could be sacrificed for a larger sensing range. The

active shield consumes a little more power but, by turning off the sensing chip when
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it is not acquiring measurements, the extra power consumption could be reduced.

In the future, we recommend using another chip (TI: FDC1004) for capacitive

sensing. The FDC1004 features an integrated active shield driver that can help reduce

development costs.

6.1.5 Entropic Sensing

The Long Short Term Memory (LSTM) predictor builds its model on the past trans-

mitted and predicted samples; this means that errors in the past predictions are

incorporated in the model and, by extension, all future predictions. We may be

able to reduce errors in X̂ if we can configure the Long Short Term Memory (LSTM)

predictor to update its model without considering past predicted samples (only trans-

mitted ones). This way, we make sure that erroneous information about X will not

be incorporated into our prediction model.

Another aspect of entropic sensing that could benefit from further research is the

optimization of the percentage of priming samples pps and how it affects the mean

absolute error |e| and the sample reduction ratio SRR of given signals.

Extending entropic sensing to reach the realm of practical applications hangs on

its limitation to SNs with only one sensory data stream, that is one time-series. One

might argue that for SNs monitoring the same physical state with multiple transduc-

ers, all time-series may exhibit the same instantaneous entropy profile over time. This

profile is based on the assumption that interesting events will be represented in all

time-series simultaneously. If that is true, we can easily utilize entropic sensing (with

some modifications) for all transducers onboard the SN without increasing the SRR

too much. The effect of correlations between multiple signals on the performance of
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their combined entropic sensing algorithm needs to be investigated in future work.

Furthermore, future extensions of this work may explore other entropy formulas

to evaluate each sample in real-time to prime it for entropic filtering. It is essential

to study any potential formula in terms of its computational load and its ability to

reduce SRR while increasing |e|.

After the completion of this work we list the recommendation for future projects

of this nature. These recommendations are withdrawn from lessons learned over time.

6.2 Development Recommendations

1. 3D printing in-house takes substantial time and effort to operate and maintain

industrial grade 3D printing equipment and resources. Therefore, we recom-

mend outsourcing this activity in similar future projects.

2. Prototyping multi-layer PCBs has become less expensive over the past years;

however, PCB assembly remains a relatively expensive service for small quan-

tities. Thus, I recommend using an in-house PCB assembly setup with a semi-

automatic pick-and-place machine and a reflow oven to assemble PCB proto-

types quickly and cost-efficiently.

3. Passive components come in various packages. I recommend using 0402 (1005

Metric) components because they strike the right balance between ease of as-

sembly, form factor, and Electromagnetic Interference (EMI) performance.

4. Electromagnetic Interference (EMI) is a serious concern when commercializing

a wireless device. Even if the PCB layout complexity is low, it is recommended

using a four-layer PCB stack to reduce EMI induced by high-frequency signals.
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The recommended stack is as follows:

Top layer: Signal+Power

layer 2: Ground plane

layer 3: Ground plane

Bottom layer: Signal+Power

Only if the circuit is complex and a power plane is needed, use layer 2 or 3 as

the power plane and keep signals on the top and the bottom layers surrounded

by ground planes and stitching ground vias.

5. Referring to the clock frequency as a differentiating criterion for high-frequency

signals is misleading. What counts is the rise or fall time (whichever is shorter)

of the clock edge. As a rule of thumb, the bandwidth of a given signal can be

estimated from its rise time as follows:

BW =
0.35

Tr

(6.1)

Where BW is the bandwidth in GHz and Tr is the rise time in ns.

6. Oscillators are affected by temperature variations. For extreme operating tem-

peratures use Temperature Compensated Oscillators (TCOs) to enhance the

clock’s stability in various operating temperatures.

7. Power integrity is important in battery powered circuits, to enhance the power

delivery network, use decoupling capacitors with appropriate values to stabilize

the voltage supply.
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8. Maintaining an internal record of previously vetted parts. This means main-

taining a master Bill of materials (BOM) separately and allows BOMs of specific

designs to inherit their attributes from the master BOM seamlessly with a sim-

ple script. This inventory will help keep a single source of truth for all vetted

parts and will be of added value if made available to researchers.

9. Institute of Printed Circuits (IPC) standards are very helpful to PCB designers.

They act as a good generic Design for Manufacturing (DFM) guide. For future

projects, It is recommended to purchase the following three IPC standards:

(a) IPC-2221 B

(b) IPC-2222 B

(c) IPC-7351 B

10. Enough attention should be given to vetting and rephrasing statements in the

application requirements document because, every time spent on this document

can save significant amounts of time and effort during development.

11. Use well-established, widely used, and open-source software tools whenever pos-

sible. KiCAD is a good example for an electric Computer Aided Design (CAD)

tool.
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Appendix A

Circuit Diagrams

Each one of the two PCBs designed in this thesis has its schematic diagram listen in

this Appendix. Each schematic is divided into three sheets. Sheet 1 is the master

sheet in which the other two sheets are represented by boxes as shown in Fig. A.1

and Fig. A.4.

Notice in Fig. A.3 and Fig. A.6 that sheet 3 (the LoRa™transceiver) is the same

in the full as well as the reduced PCB except for the values of the matching network

components.

Sheet 2 in both designs contain some mechanical components (Epoxy Keepout)

which are included in the schematic only for completing the exported BOM. This can

be seen in Fig. A.2 and Fig. A.5.
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Figure A.1: Schematic diagram of the full featured PCB (Sheet 1).
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Figure A.2: Schematic diagram of the full featured PCB (Sheet 2).
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Figure A.3: Schematic diagram of the full featured PCB (Sheet 3).

Figure A.4: Schematic diagram of the reduced PCB (Sheet 1).
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Figure A.5: Schematic diagram of the reduced PCB (Sheet 2).
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Figure A.6: Schematic diagram of the reduced PCB (Sheet 3).
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Appendix B

Entropic Sensing Plots

B.1 Entropic Filtering

This section shows each of the benchmarking signals going through the Entropic Filter

(EF) stage. Notice in Fig. B.1 to Fig. B.11, how signals exhibit similar trends in

their |dH(X)|t. This confirms our earlier intuition that most samples carry little

information while fewer samples carry most of the information.
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Figure B.1: Entropic filtering steps for S1.
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Figure B.2: Entropic filtering steps for S2.
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Figure B.4: Entropic filtering steps for S4.
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Figure B.5: Entropic filtering steps for S5.
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Figure B.6: Entropic filtering steps for S6.
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Figure B.7: Entropic filtering steps for S7.
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Figure B.8: Entropic filtering steps for S8.
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Figure B.9: Entropic filtering steps for S9.
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Figure B.10: Entropic filtering steps for S10.
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Figure B.11: Entropic filtering steps for S11.
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B.2 Computing Entropy

This section demonstrates how Instantaneous Entropy (IE) progresses in comparison

with the given benchmarking signal. Notice how the IE saturates quickly to a stable

level with non-random signals as shown in Fig. B.14 to Fig. B.17 and Fig. B.20 to

Fig. B.22, while with random signals in Fig. B.18 and Fig. B.19, the IE does not

saturate due to the continuous addition of new information through time.

Moreover, the overlapping of the IE’s calculations by Shannon’s formula and the

iterative formula in all signals demonstrates the exactness of the iterative formula.
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Figure B.12: S1 and its instantaneous Entropy using Shannon’s formula and its
iterative form.
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Figure B.13: S2 and its instantaneous Entropy using Shannon’s formula and its
iterative form.
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Figure B.14: S3 and its instantaneous Entropy using Shannon’s formula and its
iterative form.
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Figure B.15: S4 and its instantaneous Entropy using Shannon’s formula and its
iterative form.
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Figure B.16: S5 and its instantaneous Entropy using Shannon’s formula and its
iterative form.
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Figure B.17: S6 and its instantaneous Entropy using Shannon’s formula and its
iterative form.
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Figure B.18: S7 and its instantaneous Entropy using Shannon’s formula and its
iterative form.
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Figure B.19: S8 and its instantaneous Entropy using Shannon’s formula and its
iterative form.
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Figure B.20: S9 and its instantaneous Entropy using Shannon’s formula and its
iterative form.
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Figure B.21: S10 and its instantaneous Entropy using Shannon’s formula and its
iterative form.
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Figure B.22: S11 and its instantaneous Entropy using Shannon’s formula and its
iterative form.

B.3 Probability Shaping

The histograms of řX and řdX are shown in Fig. B.23 to Fig. B.33. Notice how

most of the histograms are skewed to the lower ranking side. Again this asserts the

intuition discussed earlier where few samples carry most of the information in the

signal.
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Figure B.23: PDF of řX and řdX for S1.
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(ř

X
)

0.0 0.2 0.4 0.6 0.8 1.0

ř
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Figure B.24: PDF of řX and řdX for S2.
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(ř

X
)

0.0 0.2 0.4 0.6 0.8 1.0

ř
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Figure B.25: PDF of řX and řdX for S3.
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Figure B.26: PDF of řX and řdX for S4.
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Figure B.27: PDF of řX and řdX for S5.
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Figure B.28: PDF of řX and řdX for S6.
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ř

0.00

0.02

P
D
F
(ř
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Figure B.29: PDF of řX and řdX for S7.
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Figure B.30: PDF of řX and řdX for S8.
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Figure B.31: PDF of řX and řdX for S9.
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Figure B.32: PDF of řX and řdX for S10.
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Figure B.33: PDF of řX and řdX for S11.

B.4 Evaluation

In Fig. B.34 to Fig. B.44, a comparison in the Entropic Sensing (ES) performance

among different PSFs is shown. Note that with almost all signals, the “High Entropy”

PSF has the least SRR.
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Figure B.34: |e| and SRR among all the PSFs for S1.

High & Random Mirrored Sigmoids High Entropy Low Entropy
PSFs

0.0000

0.0005

0.0010

0.0015

0.0020

0.0025

0.0030

0.0035

0.0040

|e
|

S2

0.0

0.2

0.4

0.6

0.8

1.0

S
R
R

Figure B.35: |e| and SRR among all the PSFs for S2.
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Figure B.36: |e| and SRR among all the PSFs for S3.
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Figure B.37: |e| and SRR among all the PSFs for S4.
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Figure B.38: |e| and SRR among all the PSFs for S5.
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Figure B.39: |e| and SRR among all the PSFs for S6.
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Figure B.40: |e| and SRR among all the PSFs for S7.
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Figure B.41: |e| and SRR among all the PSFs for S8.
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Figure B.42: |e| and SRR among all the PSFs for S9.
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Figure B.43: |e| and SRR among all the PSFs for S10.
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Figure B.44: |e| and SRR among all the PSFs for S11.

The second group of figures in this section show the instantaneous error in the

recovered signal. Note that the error diminishes with chaotic, and periodic signals

with low noise as shown in Fig. B.47, Fig. B.48, and Fig. B.53 to Fig. 5.10.

Conversely, the error is non-diminishing in signals with noise and random signals as

shown in Fig. B.45, Fig. B.46, and Fig. B.49 to Fig. B.52.

206



0.0

0.5

1.0
X

X̂

0 200 400 600 800 1000 1200 1400

Time index t

0.000

0.005

0.010

|e
|

S1 with PSF=High Entropy

Figure B.45: Top: X and X̂. Bottom: Instantaneous absolute error |e|.
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Figure B.46: Top: X and X̂. Bottom: Instantaneous absolute error |e|.
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Figure B.47: Top: X and X̂. Bottom: Instantaneous absolute error |e|.
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Figure B.48: Top: X and X̂. Bottom: Instantaneous absolute error |e|.
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Figure B.49: Top: X and X̂. Bottom: Instantaneous absolute error |e|.
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Figure B.50: Top: X and X̂. Bottom: Instantaneous absolute error |e|.
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Figure B.51: Top: X and X̂. Bottom: Instantaneous absolute error |e|.
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Figure B.52: Top: X and X̂. Bottom: Instantaneous absolute error |e|.
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Figure B.53: Top: X and X̂. Bottom: Instantaneous absolute error |e|.
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Figure B.54: Top: X and X̂. Bottom: Instantaneous absolute error |e|.
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Figure B.55: Top: X and X̂. Bottom: Instantaneous absolute error |e|.
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