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Abstract

With wide acceptance and initial successful deployment, Wireless LANs (WLANs) have
drawn great interest from both industry and academia. Quality of Service (QoS) is one of the
most active research topics, since it plays a key role in enabling the integration of various
multimedia services into a single WLAN domain. The current /EEE 802.11 distributed MAC
component known as the Distributed Coordination Function (DCF), coordinates the multiple
access procedure among active wireless nodes. DCF, however, does not have QoS
provisions. Therefore, in recent years, several mechanisms have been proposed to enhance
DCF with QoS capability. Among others, Enhanced DCF (EDCF), an extension to DCF
defined in IEEE 802.11e, has attracted growing interest. EDCF enhances DCF in terms of
providing differentiated QoS with the introduction of prioritized Virtual Stations (VSs) while
maintaining the characteristics of simplicity and robustness to failure of the legacy DCF.
Moreover, EDCF is fully compliant with DCF functions, so that nodes running the legacy
DCF and nodes running the advanced EDCF can work concurrently in the same domain.

This thesis introduces a multi-dimensional Markov model to analyze the performance of
the IEEE 802.11e EDCF MAC protocol. Based on this model, we present extensive
performance evaluation in terms of throughout, throughput ratio between flows, and access
delay of flows of distinct priorities under the RTS/CTS mode. We also provide quantitative
analysis of the impact of prioritized parameters, i.e., Arbitration InterFrame Space (AIFS)

and Contention Window (CW) on QoS differentiation. The accuracy of the proposed model is



verified by means of comparing the numerical results obtained from both the analytical
model and simulation. Our research can be used as a guideline for the prediction of how
flows belonging to a certain Traffic Category (TC) perform with their TC-specific
parameters, as well as for the design of QoS-support WLANs with EDCF and the tuning of

the parameters to achieve the desirable differentiated QoS objectives.
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Chapter 1

Introduction

Wireless communication networks using ISM free-of-charge radio frequencies, widely
known as wireless Local Area Networks (WLANs) or Wireless Fidelity (Wi-Fi) networks,
have experienced explosive growth in interest from both industry and academia in recent

years.

1.1 Characteristics of WLANs

A number of common characteristics distinguish WLANs from other wireless
communication technologies.

First of all, WLANs use the Industrial, Scientific and Medical (ISM) frequency band,
which is free of charge. WLANs hence provide a significant advantage over 3G cellular
networks that require frequency licensing.

Secondly, WLANs typically adopt distributed contention-based MAC protocols, such as
the Distributed Coordination Function (DCF) in the IEEE 802.11 standard, and Elimination
Yield-Non-Preemptive Priority Multiple Access (EY-NPMA) in the HIPERLAN?Z standard, to
coordinate multiple access among nodes. Such contention-based wireless MAC provides
simplicity, robustness and good performance under light to medium traffic load [1] as
opposed to more sophisticated wireless multiple access paradigms, such as FDMA, TDMA,
CDMA, polling, dynamic reservation, etc. Moreover, distributed MAC can work efficiently

when a centralized controller/scheduler is not available. Our focus in this thesis is on an



enhanced version of the DCF function, known as Enhanced Distributed Coordination
Function (EDCF), which is a key component of the JEEE 802e standard.

The transmission radius of ISM radio is relatively small compared to cellular networks;
hence the use of ISM is usually limited to Local Area Networks (LANs). Note that Wireless
LANs (WLANs) are not limited to being the last hop of the end-to-end communication.
Within an Ad Hoc network architecture, which has no centralized coordination, it is feasible
to implement multi-hop peer-to-peer wireless communications with wireless ad hoc routing
support [2,3].

High bandwidth is another important aspect of WLANs. A widely commercialized
standard, IEEE 802.11b operating in the 2.4 GHz ISM band, achieves data rates of up to
11Mb/s. Newer standards, such as IEEE 802.11a operating at SGHz, IEEE 802.11g operating
at 2.4GHz, and European HIPERLAN/2 operating at the 5 GHz band, will support multiple
transmission modes with the Orthogonal Frequency Domain Multiplexing (OFDM) and
provide raw data rates of up to 54 Mb/s.

Furthermore, wireless communication networks using ISM can be potentially deployed
with either of two types of network architecture, namely, infrastructure-Based and Ad Hoc,
as illustrated in Figure 1-1. An Infrastructure-Based network refers to a network that is
connected by wireless link with a centralized coordinator, i.e., Access Point (AP),
coordinating the operation of the network and ensuring connectivity, authentication, security
and control. The AP can use the mixed mechanisms of CSMA/CA-based contention and
polling to coordinate multiple access of the network channel. The AP is a close counterpart of
the base station in cellular networks. By contrast, a wireless Ad Hoc network has no

centralized coordinator. It is a collection of two or more devices equipped with wireless



communications and networking capability. Nodes can communicate directly with other
nodes that are within their radio range, or intermediate nodes are used to relay or forward the
packets from the source to the destination if they are out of the transmission range of each
other. Typically, all nodes equipped with routing intelligence form the peer-to-peer
communication environment. Multi-hop wireless networks extend the coverage of

infrastructure-based networks and compensate for the short range of the radio.

Access Point

Infrastructure Network Ad Hoc Network

Figure 1-1: Wireless LAN architectures.

1.2 Applications

WLANs and their variants provide a wide spectrum of applications. Some of these are
summarized below.
1.2.1 Wireless Internet Access

WLANSs can be used as a platform for access to the public Internet. “Hot Spots”, which
are simply wireless LAN access points, have been installed in Malls, airports, coffee stores,
campuses, hotels, trade shows, etc. Also, some offices and conference rooms are using
WLAN as an alternative for the traditional Ethernet. Hot spots are challenged with billing,

security and power efficiency issues.



1.2.2 Wireless Multimedia Service

With the proliferation of multimedia service in the Internet, users will not be satisfied
with the plain best-effort data service. Wireless transport of multimedia data is a very
challenging task due to the acute contradiction between the real-time, high-bandwidth
requirement of the applications and scarce wireless transmission resources. Among others,
advanced coding and modulation methods, multimedia techniques such as compression, QoS
mechanisms, including QoS routing, QoS MAC, admission control and QoS adaptation are
under intensive investigation. Wireless multimedia applications also intensify the demand for
power-aware WLAN architectures.
1.2.3 Home Automation and Device Communications

WLANs and their variants are also ideal candidates for home automation and device
communications. Short-range lower-power wireless nodes enable the connection of
traditional appliances. Such applications are under investigation in several projects, such as
PEN, CHOICE etc. [4-7].
1.2.4 Temporary Communication Platform for Military and Rescue Missions

This is another unprecedented application of ISM networks. Typically, under such a
situation, infrastructure-based communication facilities are not available or are destroyed. An
Ad Hoc Network needs little effort to deploy and mobile nodes can form a peer-to-peer
network very quickly. [8]
1.2.5 Wireless Sensor Networks

A Wireless Sensor Network (WSN) is considered as a variant of WLANs. In short, a WSN
is a collection of sensors equipped by low-power wireless transceivers. WSN nodes normally

execute three functions, namely, sensing the environment, processing signals and data



computing, and wireless communications. Compared to traditional sensor devices, WSNs
have many advantages. For example, a WSN extends the range of sensing. Moreover, a WSN
enables distributed control, thus the system becomes more robust. An overlay of sensing
range among nodes provides fault-tolerance and therefore improved accuracy. The greatest

concern of WSN is power consumption and latency [9-11].

1.3 Quality of Service (QoS) in WLANs

Although applications of and research on WLANs have achieved certain
accomplishments, such as large-scale field deployment and a series of IEEE 802.11 standards
and other proposals on the way, they are still drawing increasing attention and interest on
some hot research topics , including energy efficiency, security, and Quality of Service
(QoS).

The power consumption of wireless communication nodes determines the lifetime of
connectivity and suitability for certain applications. Typically, mobile devices are powered
by battery and so have limited power supplies. Among others, the network interface is a
major source of power usage. For instance, a typical example from a Toshiba 410 CDT
mobile computer demonstrates that 18% of the battery power consumption is due to the
wireless interface [11]. Research indicates that a significant amount of energy can be saved
by incorporating low-power strategies into the design of network architectures and protocols
at all network layers [11-23].

Network Security is one of the major concerns in the commercialization of the IEEE
802.11 standard. The current JEEE 802.11 series of standards, for instance 802.11b, define

Wired Equivalent Privacy (WEP) for three basic security objectives, i.e. Authentication,



Confidentiality and Integrity [24-26]. However, recent research has identified some
vulnerabilities with respect to IEEE 802.11 security, such as the static shared WEP keys,
short cryptographic key, poor packet integrity and so on [27-29]. The IEEE 802.11 task
group has suggested that users should not depend on the link-layer security mechanism.
Instead, users should implement their own security policy at the network layer and above.
However, they have promised security improvements in a new standard supplement, IEEE
802.11i. Securing Ad Hoc networks is a more challenging task. The absence of a central
controller negatively affects key management, intrusion detection and other security
operations. For a study of ad hoc network security, please refer to reference [30].

Quality of Service (QoS) is the major interest of this thesis. The main motivation of QoS
is the integration of data and multimedia communications over the wireless channel. High-
bandwidth and well-designed resource management mechanisms and protocols are two key
issues to transmit multimedia data over ISM wireless networks.

On the Physical (PHY) layer, Orthogonal Frequency Domain Multiplexing (OFDM)
enabling eight different PHY rates, ranging from 6 Mbps to 54 Mbps, has been adopted in the
IEEE 802.11a standard (see Table 1-1). OFDM is a multi-carrier modulation scheme, where
the input stream is split into several sub-streams. Each sub-stream is carried by one
orthogonal frequency carrier and is then combined with other sub-streams at the receiver.
Besides the obvious improvement of transmission rates over IEEE 802.11b, OFDM also
enables PHY rate selection depending on the wireless channel condition between the
transmitter and receiver. When coupled with dynamic packet fragmentation, this leads to link
adaptation [31]. With link adaptation, the system can achieve optimized bandwidth

utilization under all circumstances.



Table 1-1: Eight transmission rates and parameters of IEEE802.11a OFDM.

Coded bits Coded bits Data bits per
Pataree | oauaton | Coangrate | 0% | PRoTOM | orD
(NBPSC) (NCBPS) (NDBPS)
BPSK 1/2 1 48 24
BPSK 3/4 1 48 36
12 QPSK 1/2 2 96 48
18 QPSK 3/4 2 96 72
24 16-QAM 1/2 4 192 96
36 16-QAM 3/4 4 192 144
48 64-QAM 2/3 6 288 192
54 64-QAM 3/4 6 288 216

Another significant advancement in the PHY layer is the development of Multiple-Input-

Multiple-Output (MIMO). As depicted in Figure 1-2, MIMO denotes a wireless link that is

composed of M antennas on the transmitter end and N antennas on the receiver end, where M

and N are any finite integer numbers. The essential benefit of MIMO systems is the ability to

turn multi-path propagation, usually a pitfall of Single-Input-Single-Output (SISO) wireless

transmission, into an advantage for increasing the user’s data rate.

-
input

Coding
modulation
weighting/mapping

Figure 1-2: MIMO wireless transmission system. The transmitter

Weighting/

demapping
Demodulation ->t ‘
Decoding outpd

and receiver are equipped with multiple antennas.

Other techniques, such as smart-antenna and multi-user diversity have positive impact on

data transmission efficiency. For detailed information, please refer to [32-34].



At the MAC layer, the medium access control protocol has to eliminate collisions as
much as possible in order to achieve high system throughput [1,14]. However, the overall
throughput may still not be good enough in the context of QoS. To meet the service
requirements of the mixed traffic of data, voice and video, the MAC has to differentiate
service quality with enhanced strategies. The Enhanced Distributed Coordination Function
(EDCF) of IEEE 802.11¢ is a cornerstone of those efforts. According to the IEEE 802.11e
standard, each EDCF node can have up to eight network interface queues. Each queue, also
known as a Virtual Station (VS), operates independently in conformity with CSMA/CA
mechanisms. The QoS differentiation objective is achieved by differentiated run-time
parameters of different VSs. In addition, a certain mapping policy has to be set up between
the application and the virtual station. The performance of the EDCF function is the focus of
this research.

Packet scheduling is another approach to QoS deployment, especially in Ad Hoc
networks. Packet scheduling was originally studied in the context of wired networks, under
several variations of fair queuing. Such research aims to design and analyze mechanisms to
implement QoS-based weighted fair queuing paradigms for instantaneous fairness and
bounded delays [35]. In the mid 90’s, researchers shifted their focus to scheduling issues in
wireless cellular network [36, 37]. The wireless environment imposes some unique problems
on wireless fair queuing algorithms. Such problems include dynamically varying wireless
channel capacity, location-dependent and bursty errors, channel contention, shortage of
global channel state and limited processing power and battery power.

Packet scheduling in Ad Hoc networks is a very challenging task. In addition to the

problems commonly inherent in all wireless environments, as outlined above, the lack of a



centralized scheduling entity implies that packet scheduling has to be implemented in a
distributed manner [38-40].

QoS routing is the major approach to QoS at the networking layer. Connectivity and
shortest hop are usually the concerns of traditional ad hoc routing protocols. QoS routing
takes other metrics, e.g., bandwidth and delay, into account, in order to measure the quality
of a path. A routing path of non-QoS routing paradigms may not meet the quality

requirement in the context of QoS routing. Detailed information can be found in [41].

1.4 Contributions of this Thesis

We study the QoS performance of the IEEE 802.11e EDCF in single-hop WLANs. The
IEEE 802.11e EDCF originally appeared in 2001 as a draft standard [42], which defines two
multiple access control mechanisms, EDCF and HCF (Hybrid Coordination Function).
EDCEF is a distributed multiple access function using the CSMA/CA contention resolution
method. HCF is built over EDCF, using both random access mechanisms provided by EDCF
and polling mechanisms.

Our research sets up a Markov model to analyze the transmission performance of
individual prioritized virtual stations, which operate using the EDCF mechanism, where
priority is achieved via a set of differentiated parameters for individual virtual stations.
Numerical results are obtained to show how well the QoS differentiation can be achieved
with differentiated parameters. Based on these results, we obtain guidelines for the prediction
of how the prioritized VSs perform with specific parameters, as well as how to tune the

parameters to achieve the desired QoS objectives. We argue that EDCF is an effective QoS



MAC mechanism to provide QoS differentiation. A simulation model also validates our
analytical model.

Our research is an initial effort on mathematical analysis of EDCF performance. To the
best of our knowledge, no research taking the mathematical analysis approach to study QoS

support in EDCF has been reported in the literature.

1.5 Thesis Organization

In the next chapter, we will first discuss and analyze all kinds of challenges in wireless
communications. This will be followed by a taxonomy of wireless LAN MAC protocols and
MAC protocol performance metrics. We continue with a detailed discussion of the IEEE
802.11 DCF and EDCF. Related work to enhance DCF for QoS deployment is also
summarized. Chapter 3 introduces the detailed development of the mathematical model of
EDCF. Chapter 4 describes the simulation model, for the purpose of mathematical model
validation. Then, we show and discuss numerical results based on the analytical model. The

thesis concludes with a summary and a discussion of future research directions in Chapter 5.
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Chapter 2

Medium Access Control (MAC) and QoS

In WLANs, Medium Access Control (MAC) mechanisms are responsible for coordinating
access to a multiple access channel in either a static or dynamic manner. Wireless MAC
algorithms were originally proposed in 1970 in the well known ALOHA protocol [43].
Afterwards, many algorithms have been designed for wireless networks.

Wireless communications use radio as the transmission carrier. The propagation of
electromagnetic waves is severely influenced by the surrounding environment and is limited
by three major factors, namely, reflection, diffraction, and scattering. The variation of the
environment due to nodal mobility and changes of surroundings, combined with sources of
interference, leads to a complex and time-varying communication environment. To cope with
these challenging radio propagation characteristics, many wireless MAC protocols have been
proposed and implemented in all kinds of wireless network topologies and environments. In
this chapter, we will briefly review the challenges facing wireless communication and

wireless MAC protocols.

2.1 Challenges in Wireless Communication

Compared with MAC mechanisms in wired networks, designing wireless MAC has to
take some unique characteristics, existing in the context of wireless communications, into

consideration, such as node mobility, large-scale and small-scale path loss, location-
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dependent carrier sensing, burst error channel and so on. Those characteristics, in turn, give
birth to some notorious problems.
2.1.1 Node Mobility

In most cases, mobile nodes may move around independently and unpredictably during
the operation of the system. This random movement triggers important events in the
communications system, including a handoff operation from one cell to another, link
breakage and routing failure, and time varying signal quality. Handoff occurs when a node
moves to another cell while it is involved in an ongoing session in the original cell. If the
distance between two parties of an ongoing session becomes larger than the radius of the
transmission due to the movement of either node, the receiving node would fail to receive the
signal, which we refer to as link breakage. In multi-hop wireless networks, link breakage can
further cause routing failure [44, 45] if the victim link is along the working routing path.
Node movement also causes variation of signal strength due to the effect of large-scale path
loss and small-scale fading effects.
2.1.2 Large-Scale Path Loss

Radio signals propagation is regulated by three factors: reflection, diffraction and
scattering. In general, the strength of the signal arrived through the multi-path fading channel
decreases as the distance between the transmitter and receiver increases. The large-scale
propagation model is used to predict the mean signal strength for an arbitrary transmitter-
receiver separation distance [46, chapter 3]. However, it is critical to realize that the practical
measurements of signal strength over a large number of measurement locations which have
the same transmitter-receiver separation, are different due to different levels of clutter on the

propagation path. This effect is known as shadowing.
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2.1.3 Small-Scale Fading and Time Varying Radio Link

Small-scale fading is used to describe the rapid fluctuation of the amplitude of a radio
signal over a short period of time or travel distance due to small-scale multipath propagation.
In a nutshell, fading is caused by interference between two or more copies of the transmitted
signal, which arrive at the receiver at slightly different times. These waves, called multipath
waves, combine at the receiver antenna to give a resultant signal, which can vary widely in
amplitude and phase, depending on the distribution of the intensity of disturbance and
relative length of the propagation path. In addition to small-scale fading, some other factors,
including node mobility (as above) and variation of environment, also contribute to the time-
varying properties of a radio link.
2.1.4 Burst Error Channel

Errors can be attributed to several factors, such as node mobility, time varying radio link,
etc. Co-channel interference, adjacent channel interference and background noise also
contribute to high bit error rates in wireless networks. Co-channel interference refers to the
radio cross talk caused by other cells using the same frequency. Adjacent channel
interference normally refers to the interference caused by energy leakage from an on-going
transmission using an adjunct frequency in the same geographic area. Typically, wireless
channels may have higher bit error rates than wired channel by a factor of 3 orders of
magnitude.
2.1.5 Network Topology

As mentioned earlier, WLANs typically form one of two types of topologies,
infrastructure-based or frastructure-less, i.e. Ad Hoc networks. Here, infrastructure refers to

the centralized control entity, viz. the access point. The centralized controller plays a vital
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role in the network, providing admission control, packet scheduling, synchronization, power
control, security, billing and some other functions. In terms of MAC mechanisms, a central
controller may work as the coordinator and arbitrator of media access opportunities. In
contrast, Ad Hoc networks are formed by a collection of wireless nodes without the presence
of the centralized controller. The lack of the centralized control poses a challenge for
deploying those functions that are provided by the central controller in infrastructure-based
networks.
2.1.6 Location-Dependent Carrier Sensing

In practice, regulated by three mechanisms, the signal strength received by the receiver
can be modeled by a large-scale path loss model and a small-scale fading and multi-path
model. Therefore, it is critical to note the fact that the wireless transmission must be detected
at the receiver (not the sender) and so the detection is location dependent. In turn, the
location-dependent carrier sensing causes three problems:

* Hidden Terminal problem. A hidden terminal refers to a node that is within the
range of the intended destination but out of range of the sender, so that the hidden
terminal is not aware of the on-going transmission. As illustrated in Figure 2-1, Node
B can communicate with A and C and A and C cannot hear each other. When A
transmits to B, C cannot detect the transmission using the carrier sense mechanism. If
C transmits to D, a collision will occur at B. In such a case, C is a hidden terminal to
A.

= Exposed Terminal problem. Exposed nodes are complementary to hidden terminals.

An exposed terminal is a node that is within the range of the sender but out of range
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Figure 2-1: Hidden terminal problem.

of the destination, so that the exposed terminal will be improperly precluded from
sending in order to avoid collision. As illustrated in Figure 2-2, Node C can
communicate with B and D and B and A can hear each other. When C transmits to D,
B detects the transmission using the carrier sense mechanism and postpones

transmission to A, even though such transmission will not cause a collision.

Figure 2-2: Exposed terminal problem

Far-near problem. The far-near problem, also known as the capture effect, occurs
when a receiver can clearly receive a transmission from one of two simultaneous
transmissions, both within its range. In Figure 2-3, nodes A and C transmit
simultaneously to B, the signal strength received from C is much higher than that
from A, and C’s transmission can be decoded without errors in the presence of

transmission from A.
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Figure 2-3: Far-near problem.

2.1.7 Half-duplex Operation

When a wireless node is transmitting data, a large fraction of the signal energy leaks into
the receive path. The phenomenon is referred to as self-interference. The leakage signal
typically has much higher power than the received signal, therefore it is difficult to have the

node send and transmit data at the same time unless a perfect filter-circuit is available.

2.2 Wireless MAC Classification

Figure 2-4 shows a classification of wireless MAC protocols. As mentioned above,
wireless networks can be divided into two types in terms of the network topology, namely,
infrastructure-based and infrastructure-less, or Ad Hoc network. Accordingly, two types of
network MAC approach, i.e., centralized MAC protocols and distributed MAC protocols, are
designed for each of the network topologies. In addition, hybrid MAC protocols, which
combine the merits of both distributed and centralized mechanisms, are the third type of
MAC approach.

2.2.1 Centralized MAC Protocols
Centralized MAC protocols include controlled multiplexing algorithms, such as Code

Division Multiple Access (CDMA), Time Division Multiple Access (TDMA) and Frequency
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Figure 2-4: Classification of wireless MAC protocols.

Division Multiple Access (FDMA) and polling algorithms, such as Disposable Token MAC
Protocol (DTMP) [47]. Deterministic multiplexing algorithms may adopt some dynamic
reservation mechanisms to achieve flexibility and to be adaptive to the variation of traffic
load.

2.2.2 Distributed MAC Protocols

Distributed MAC protocols are the major interest of this thesis. They usually provide
random multiplexing access to operating nodes. Most protocols in this category adopt the
principles of carrier sensing and collision avoidance.

Carrier sensing eliminates most transmission collisions by deferring the transmission
when the channel is sensed busy. However, in many cases, including multi-hop wireless
networks, location dependence of carrier sensing results in hidden and exposed terminal
problems, which have a great effect on algorithm efficiency. Two types of MAC-layer

mechanism are proposed to relieve such problems. In the Distributed Coordination Function
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(DCF), the exchange of RTS-CTS control packets claims the transmission space for
subsequent data exchange, thereby eliminating the hidden terminal transmission when data
are in the air. A detailed discussion of DCF will follow later in Section 2.4. Another
proposal, using separate control and data channels, known as Dual Busy Tone Multiple
Access (DBTMA) access protocol, solve both the hidden terminal and exposed terminal
problems by indicating the transmission or receiving status explicitly [48, 49]. As shown in
Figure 2-5, when node A is transmitting data to node B using the data channel, it sends a
transmitting Busy Tone (BT) on the control channel. Node E in our example, which senses
the transmitting BT can initiate a data exchange without disturbing the on-going data
transmission because it is outside the receiving BT area. Thus the exposed terminal problem
is solved. At the same time, node B sends a receiving BT on the control channel while
receiving the data. Node C, which senses the receiving BT, can not initiate a data exchange
but may terminate a data transmission to avoid hidden terminal problem. Node G, which
senses both the receiving BT and transmitting BT, will not engage in any data exchange.

More details are available in [48,49].
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Figure 2-5: DBTMA solution to location-dependent catrier sensing problems
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Other distributed MAC protocols, including EY-NPMA [50,51] and BB tone [52,53], use
jamming signals. EY-NPMA stands for Elimination Yield—Non-preemptive Priority Multiple
Access. It is the channel access protocol used in the HIPERLAN system being developed in
Europe. A node will trigger a three-phase competition mechanism when the channel is sensed
busy during the initial period corresponding to the time it takes to transmit 1700bits,
otherwise the node will transmit immediately. The three phases are the prioritization phase,
contention phase (including elimination sub-phase and yield sub-phase), and transmission
phase, as illustrated in Figure 2-6. In the priority phase, the node is sensing the medium and
will quit the competition if the medium becomes busy. The length of the priority phase
reflects the priority of a packet, i.e., the higher priority one packet has, the shorter the priority
phase. After sensing the medium to be free for the priority phase, the node enters into the
contention phase. In the elimination sub-phase, each node transmits for a random number of
slots. The node switches into yield sub-phase at the end of a random period if the node senses
the channel is idle, otherwise it quits its transmission competition. During the yield sub-
phase, the node keeps listening to the channel for a random number of slots. If no

transmission is detected during this time, the node starts and completes its data transmission.
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Figure 2-6: Access phase in EY-NPMA
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BB is short for “Black Burst”, which was proposed to support prioritized data
transmission in ad hoc networks. According to [52,53], after sensing the channel idle for a
preset fixed period of time, the operating nodes start transmitting jamming signals on the
channel for a time period proportional to the packet priority. At the end of transmission of the
jamming signal, the node turns over and starts sensing the channel. If the channel is clear for
the sensing period of time, it will send its real-time packet; otherwise it will quit the
competition.

2.2.3 Hybrid MAC Protocols

Combining the controllability of centralized protocols and flexibility of distributed
protocols, hybrid protocols provide better performance at the cost of complexity. There are
many different ways of combination. Two approaches are discussed below.

Dynamic Reservation TDMA (DR-TDMA) [54] is a MAC protocol for wireless ATM
(Asynchronous Transfer Mode) networks. Figure 2-7 illustrates the frame structure of the
DR-TDMA protocol. In this protocol, a distributed MAC mechanism regulates the
transmission of temporary control messages for reservation purposes and centralized MAC
mechanisms are in charge of data transmission. Specifically, DR-TDMA uses a framed
pseudo-Bayesian priority Aloha protocol, which is a distributed mechanism, to regulate the
access of contention slots for reservation requests. On the other hand, the base station

allocates data transmission resource in TDMA mode corresponding to reservation requests.
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Figure 2-7: DR-TDMA frame structure.

Another example is the Point Coordination Function (PCF) in IEEE 802.11. PCF use a
centralized polling mechanism and the DCF mechanism alternately in the different stages of
operation. As depicted in Figure 2-8, the PCF access procedure consists of two periods, the
Contention Free Period (CFP) and the Contention Period (CP). During the CFP, the PCF
Coordinator (PC) schedules the transmission of packets using a polling mechanism, while
other stations keep silent by setting their Network Allocation Vector (NAV) to be the length
of the CFP. Thus most contention is avoided completely in a single-hop network. During the

CP, the channel access obeys the rules of the CSMA/CA-based DCF function.
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Figure 2-8: PCF superframe structure: controlled by
distributed and centralized MAC protocols alternately.
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2.3 Wireless MAC Performance Metrics

It is important to understand the metrics used to evaluate the MAC protocols. Following

is a brief discussion of these metrics.

* Throughput. Throughput is the fraction of the channel capacity used for successful
data transmission. A desired MAC protocol should provide high throughput to
maximize the resource utilization.

» Delay. Delay is defined as the average time spent by a packet in the MAC queue, i.e.,
from the instant it is queued till its transmission is completed. Besides channel
capacity and MAC contention, traffic load is the most important external factor
affecting the delay.

» Fairness. A MAC protocol is fair if it does not exhibit preference to any single node
or flow, referred to respectively as node-based fairness and flow-based fairness, when
multiple nodes or flows are trying to access the channel. When multimedia traffic is
considered, fairness is defined as being able to distribute bandwidth (delivery with
delay constraint) in proportion to the requirements of the flows.

s (oS Support. QoS support is critical to deploy multimedia applications over wireless
networks. QoS is achieved using prioritized access and scheduling. Protocols, such as
Enhanced DCF (EDCF) in 802.11e, Black Burst (BB) and EY-NPMA, enable
prioritized MAC access. Prioritized MAC access is of great interest in this thesis.

= Stability. Stability refers to the ability to maintain high efficiency when the offered
load is close to or greater than the maximum capacity of the system. Such ability is

critical to a successful MAC protocol in the real world.
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* Power Efficiency. As mentioned earlier, power efficiency is a critical property of
network protocols for wireless networks since the network nodes are often battery
powered.

® TCP Efficiency. A TCP session generates two traffic flows each session, one for data
packets and one for ACK packets. Some random access MAC protocols, such as DCF,
have degraded performance as the number of sessions in the system increase [55].
Therefore, it is desirable to piggyback TCP ACK packets on MAC control messages,

so that the overall performance is improved since one traffic flow is eliminated.

2.4 IEEE 802.11 Distributed Coordination Function (DCF)

Distributed MAC mechanisms have experienced a great proliferation since ALOHA was
proposed in early 70’s. Among others, DCF is a CSMA/CA-like protocol and has gained
increased attention due to the growing popularity of Wireless LANs. DCF was first
standardized by the IEEE 802.11 working group in 1997 [56].

In DCF there are three InterFrame Space (IFS) intervals specified in the IEEE 802.11
standard: short IFS (SIFS), Point Coordination Function IFS (PIFS), and DCF-IFS (DIFS).

Figure 2-9 illustrates the relationship between them.

SlotTime
SlotTime

Figure 2-9: InterFrame Space (IFS) specified by the IEEE802.11 standard.
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The SIFS is the shortest InterFrame spacing and is used for transmission of an ACK frame
or a CTS frame in DCF. The PIFS is used by a node operating as an access coordinator in
PCF mode to allocate priority access to the medium. It is one slot time longer than the SIFS.
Nodes operating in DCF mode transmit data packets using the DIFS. It defines the fixed
length of time that nodes have to wait before a random countdown procedure in order to
access the channel eventually.

The IEEE 802.11 DCF works as a listen-before-talk scheme, and operates in either basic
access mode or RTS-CTS mode.

A. Basic Access Mode

As depicted in Figure 2-10, the basic access mode is a two-way handshaking mechanism
between the transmitter and the receiver of data transmission using data packets and ACK

packets.

Figure 2-10: Two-way handshaking and Four-way handshaking.

In basic access mode, the station starts its transmission immediately if the medium is
sensed to be idle for an interval of length DIFS. If the medium becomes busy during the
sensing period, the station defers until an idle period of DIFS length is detected and then
further counts down a random back-off period before transmission. The back-off period,

which is an integral number of slot times, referred to as the backoff value, is uniformly
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chosen in the range (0, CW-1), where CW stands for a runtime parameter called the
Contention Window. The backoff value decrements every slot time when the channel is
sensed idle until it reaches zero. The node can start to transmit the queued packet when the
backoff value counts down to zero. Upon the proper reception of one data packet, the
receiver should respond with an ACK message after a SIFS time period. The DATA-ACK
exchange is referred to as two-way handshaking. If the channel becomes busy before the
backoff reaches zero, for example, due to the transmission of other nodes, the backoff
procedure stops and the backoff value is frozen. The node will wait for another idle period of
DIFS length, and resume the backoff procedure with the remaining backoff value.

If two or more nodes transmit at the same time, the transmissions are destined to collide
with each other. When collisions take place, the nodes involved will timeout waiting for ACK
packets and execute the recovery procedure.

The recovery procedure first invokes a Binary Exponential Backoff (BEB) algorithm to
compute a new CW value. According to the BEB algorithm, CW is initially set to CWmin, a
parameter that may be agreed upon among all operating nodes. CW is doubled every time a
collision happens (implied by ACK timeout in JEEE 802.11) until it reaches the parameter
CWmax. After CW reaches CWmax, CW will remain unchanged for further retransmissions.
CW is reset to CWmin when finally the retransmission succeeds. Figure 2-11 illustrates the

BEB algorithm.
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Figure 2-11: BEB algorithms: first packet is transmitted successfully after retrying three
times; the second packet is transmitted successfully after retrying six times

After generating the new CW using the BEB algorithm, the new backoff value is drawn
from (0, CW-1) using the same algorithm. The same backoff procedure applies afterwards.
The IEEE 802.11 standard also introduces two other parameters, dot11ShortRetryLimit and
dot11LongRetryLimit, to respectively regulate the time of retransmission efforts in order to
avoid unnecessary retries and delays. Please refer to page 78 of [24] for details.

The DCF basic access mechanism exchanges data using the two-way handshaking;
hence the data is transmitted right after the node finishes the backoff procedure. However,
since two or more nodes may happen to finish the random backoff procedure at the same
time, a collision may occur and it would last for more than the length of the whole packet
(packet length plus timeout) due to the lack of detection ability in wireless nodes. So a
collision will cause a large amount of resource wastage. Moreover, the basic access
mechanism makes no effort to deal with the “hidden terminal” problem, which results in a
large fraction of collision cases. The RTS-CTS mechanism addressed both of the two

challenges by “acquiring the space” before transmitting.
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B. RTS-CTS Access Mode

The RTS-CTS access mode executes the same carrier sensing and random backoff
procedure as in the basic mode. It also uses the same BEB algorithm to regulate the
adjustment of the contention window. It enhances the basic access mode in two