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Abstract

Current telecommunication networks face a surge in the number of connected Machine-

type Communication (MTC) devices, creating an unprecedented disproportionate demand

for existing resources, especially when working with a Heterogeneous Network (HetNet).

This demand cannot be addressed adequately as the infrastructure’s transition process be-

tween different generations is slow. Fourth Generation (4G) relies on Orthogonal Multiple

Access (OMA), where a single user occupies its assigned sub-channel, and orthogonality

offers interference-free communication for normally loaded scenarios but underperforms in

overloaded scenarios. Whereas Fifth Generation (5G) is targeting more spectral efficiency by

using the Non-orthogonal Multiple Access (NOMA) which is proposed to be used in future

releases, allowing MTC devices to share the same resources in frequency and time. How-

ever, NOMA medium access techniques, in general, have a complex scheduler design as they

group users/devices with aligned correlations, and then a challenging process is needed at

the receiving side to decode messages from different devices. In this study, we formulate and

simulate a 4G/5G Uplink scheduler that is based on dual NOMA-OMA. The objective is

to achieve a tangible improvement in the spectral and scheduling efficiency of the network.

We are able to optimize the system under HetNet objectives and clustering constraints in

overloaded scenarios, to examine the limitations of both NOMA and OMA.
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Chapter 1

Introduction

1.1 Overview and Motivation

The densification of an entire network is one of the primary motivations for improving

next-gen networks’ Spectral Efficiency (SE), including 5G and already established standards

like 4G and its variants. This densification entails a dynamic change in the number of base

stations and users and is not limited to only human users but also Machine-type Devices

(MTDs). We define Radio Resource Management (RRM) as a network’s ability to utilize ra-

dio resources (higher spectral efficiency) efficiently. RRM in Radio Access Networks (RAN),

in particular, provides a way to manage radio resources in single and multi-cell scenarios

(e.g., assign, reassign, and release). Moreover, with each generation, the demand and chal-

lenges vary drastically. In 4G the core components of Long Term Evolution (LTE) and

subsequent releases were highly specialized in providing a seamless ”super-fast” connection

between users and the entertainment service providers (e.g., Netflix, YouTube) [1,2]. In com-

parison, 5G infrastructure is designed to provide a greater coverage and connection capacity

to human and machine users alike. The unprecedented surge in the numbers of connected

IoT devices [3], introduces a new set of paradigms currently analyzed by research and de-

velopment communities. Therefore, the huge number of MTDs asking for connections and

service, in turn, led to the emergence of paradigms that try to tackle problems related to

their service either over 4G, 5G or through a hybrid approach. congenital to densification

in communication networks, whether it is in time or frequency domains.

1.2 Challenges

Currently deployed systems lack flexibility and adaptability, and are in ever-consistent

need of upgrades and fixes, the primary challenge most 4G/5G networks face is to provide

acceptable Quality of Service (QoS) and efficiency for a large number of MTDs. That is where
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1.3 Objective and Contribution

dynamic Radio Resource Scheduling (RRS) becomes essential [3], as we can assign spectral

resources to MTDs while achieving the minimum QoS requirements, whether in fairness,

delay, or throughput. Challenges in dense networks can be many-sided. For example, some

MTDs have bursty traffic patterns while others require higher rates and lower latencies, as

we will elaborate further in Chapter 2. How we assign resources to the MTDs is a key

consideration as it plays a core role in the performance of each device with respect to its

neighboring devices and their relation with the base station, the channel conditions, and

scheduling decisions.

Supporting a larger density of connections (e.g., bursty traffic from proximity sensors

[3, 4]) per cell also means putting a larger load on 4G/5G channels [5, 6]. Some of the

indispensable facilitators of next-gen networks are energy harvesting and saving, but its

application to MTDs remains an open problem [7, 8]. Moreover, heterogeneity paradigms

remain a big challenge [9, 10], which hold a significant impact on how we conceptualize

the state of future networks, such as the Internet of Everything (IoE) [11]. We define

heterogeneity in a network where users access the medium using two different techniques:

Power-Domain Non-Orthogonal Multiple Access (PD-NOMA) and Orthogonal Frequency-

Division Multiple Access (OFDMA), and we try to optimize their resources to satisfy the

QoS requirements for the MTDs.

1.3 Objective and Contribution

The objective is to achieve tangible improvement in the spectral and scheduling efficiency

in the network for MTDs while considering a HetNet setting; hence, the scheduling will be

subject to heterogeneity constraints. We build an uplink (UL) scheduler for 4G/5G networks

by investigating a multi-cell scenario, the users are grouped into ranked n-groups, some

devices operate using 5G proposed PD-NOMA, and other devices operate using 4G OFDMA.

We then solve the relaxed and non-relaxed NP-Hard optimization problem formulated for

this scenario. Including the constraints that we are going to formulate in Chapter 4. The

2



1.3 Objective and Contribution

proposed uplink scheduler can be illustrated as shown in Fig. 1.

PD–NOMA  
Time–Frequency–Power  

Scheduling and allocation

mMTC Uplink Scheduler

QoSCQI

OFDMA
Time–Frequency Domain 
Scheduling and Allocation

MTDs–to–REs
Allocation

MTDs 
Requests

PD–NOMA  
Covariance 
Grouping

MTD to 
Access 

Technique
Splitter

Physical
Resources

PHY
Layer

LLC &
MAC 
Layers

Data
Link
LayerOSI

Model 
Locality

Figure 1: Proposed mMTC Uplink Scheduler

In this work, we have a multi-cell scenario and we want to provide a resource allocation

and scheduling solution for 4G/5G connected MTDs. While 4G is based on OFDMA that

guarantees interference-free service and higher QoS satisfaction, 5G in future releases is

prospected to use PD-NOMA which is more spectrally efficient and allocates more users, but

interference is allowed and thus less QoS satisfaction. The optimal point in the allocation of

4G to 5G users will be analyzed.

For example, we will reallocate some or all the resources in the 4G domain to users

with particular QoS requirements, where they will suffer less from uncertainties affecting the

channel, like interference from other MTDs, as they are using OFDMA instead of NOMA,

so the orthogonality would alleviate the problems with channel conditions. MTDs with

higher rate requirements will be scheduled on 5G network, where they will have to rely on

increased technological advances in interference cancellation and processing power of Small

Base Stations (SBSs).

The novelty of this work is that we explore the possibility of deploying a dynamic

RRS algorithm as a solution to the relaxed optimization problem. We also give an insight

into network trends under heterogeneity constraints in a Narrow-Band Internet of Things

(NB-IoT) framework. The problem at hand incorporates orthogonal and non-orthogonal

3



1.4 Thesis Organization

multiple access, which will provide a perspective on how integration is realized in future

networks. The main contributions of this thesis are as follows:

1. We set up a scenario that couples orthogonal and non-orthogonal multiple access tech-

niques, while considering QoS requirements for MTDs.

2. We formulate a constrained Optimization Problem (OP) to maximize the sumrate of

OFDMA and PD-NOMA connected MTDs.

3. We provide a Pareto optimal solution to a relaxed OP through a heuristic algorithm,

where the formulated non-relaxed OP is NP-hard.

4. We develop a simulator that considers many features of standardized systems; we then

test the simulator’s performance and limitations under various scenarios.

1.4 Thesis Organization

This thesis is organized as follows: Chapter 2 introduces RRM paradigms under the

umbrella of the Internet of Things (IoT) and specifically NB-IoT, with a comprehensive

examination of current literature trends; Chapter 3 defines NOMA and OMA techniques and

gives a formal introduction to MTD and SBS configuration schemes; Chapter 4 discusses

dynamic radio resource management optimization problem formulation, together with its

proposed solution; Chapter 5 showcases simulations and discusses the results; Chapter 6

presents conclusions and an overview of future work.

4



Chapter 2

Radio Resource Management Paradigms within the

Context of IoT

Telecommunication networking became an established industry [12] during the 70s and

80s, with the introduction of the first commercial handheld mobile devices in 1983. A boom in

demand for new devices necessitated a standardization effort to tackle fundamental challenges

with the increasing new and future demand over limited radio resources. Consequently, one

of the first standardization organizations formed was the 3rd Generation Partnership Project

(3GPP)1. We shall briefly examine how RRM paradigms evolved to gain an insight into past

solutions, and how the current state of standards compares to earlier stages of standards’

development.

2.1 On the Evolution of RRM Paradigms

2.1.1 2G - 3G

2G was revolutionary in terms of capacity, bandwidth, and coverage, improved security,

and the creation of standardized complex subsystems [13]. This revolution was possible

with the support of many new medium access techniques, and algorithms. 2G marked the

first move towards digital communication. 2G2 relied primitively on Time Division Multiple

Access (TDMA) and in later releases, Frequency Division Multiple Access (FDMA) [14–16].

RRM systems in this generation were the first to address some of the most common problems

that accompany surging demand for bandwidth in a modern telecommunication system,

all while trying to meet the QoS of that era. In the quest for more bandwidth and ever-

increasing demand for higher rates, 3G was the first to use Wideband-Code-Division Mulitple

1which was preceded by the Advanced Mobile Phone System (AMPS) standard family developed in Bell
Labs in 1973

2standardized by European Telecommunications Standards Institute (ETSI) and deployed in Finland by
Nokia

5



2.1 On the Evolution of RRM Paradigms

Access (W-CDMA) access technology which offered, in return, unprecedented speeds [17].

From the RRM perspective, the Radio Resource Control (RRC), Packet Data Convergence

Protocol (PDCP), Radio Link Control (RLC) and Medium Access Control (MAC) protocols

comprise the User Equipment (UE) interface of RAN. We will focus on the RRC protocol as

other parts of the UE interface with RAN are slightly out of scope. RRC protocol was first

introduced for 3G and was later enhanced and upgraded on several domains in the subsequent

releases [18–20]. The RRM function in 3G core architecture includes Power Control (PC),

Handover Control (HC), Load Control (LC), and Packet Data Scheduling (PS), as well as the

Resource Manager (RM), [19, 21]. PS controls all Non-Real Time (NRT) traffic, including

allocating suitable bit rates and scheduling packet data transmission while ensuring proper

QoS in terms of packet delivery ratio and latency.

2.1.2 4G

4G was promised to be the second big revolution since 2G, whose true potential was only

realized with releases 10 and 11 of 4G. The key features of 4G, spread spectrum medium

access techniques employed in 3G systems were abandoned and replaced with OFDMA in all

4G/+ candidate systems. We will cover OFDMA in detail in Chapter 3 [4,22–24]. 4G came

with plenty of adequate changes to 3G – 3.9G established technologies, with the introduction

of OFDMA and the stringent requirement for an All-Internet Protocol (IP) packet-switched

networking, 4G was the first standard to be adopted globally for cellular communication.

4G in later releases was able to support practical rates of up to 1 Gbps Downlink (DL)

speeds. 4G was the first to introduce support for mMTC and Device-to-Device (D2D)

connections. From the RRM perspective, there have been many advances on many levels

of the general RRM function. RRM function falls under the jurisdiction of Radio Protocol

Architecture within RAN. RAN is homogeneous in terms of core architecture design as it

was designed to use only one type of node, eNodeB, which by extension is responsible for

all radio-centric functionalities of a single cell or multiple, eNodeb is connected to the core

6



2.1 On the Evolution of RRM Paradigms

network through the S1 user and control planes links and the X2 interface links to each

other for the purposes of RRM and Inter-Cell Interference Coordination (ICIC). There are

four main entities of RAN, Physical layer (PHY) 3, Medium-access control (MAC), RLC,

and Packet data convergence protocol (PDCP). The main functions of these protocol entities

are detailed in Fig. 2. The scheduler is a component of the MAC layer that manages the

PHY

•Coding and Decoding
•Modulation
•Antenna Mapping 
(MIMO Mapping)

MAC

•UL/DL scheduling 
•Hybrid-ARQ
retransmissions
protocol

•Logical Channel
Multiplexing

RLC

•Segmentation and 
Concatenation

•In-sequence delivery to
next network layers

•Duplicate Detection
•Handles 
retransmissions

PDCP

•IP-header compression
•Handles in sequence-
delivery and duplicate
removal under 
handover conditions

•Handles ciphering
•Integrity Protection

Figure 2: 4G RAN Protocols

allocation of UL and DL resources in terms of resource-block (RB) pairs. RB pairs are time-

frequency frames of size 1 ms × 180 kHz. The design of the scheduler is not detailed in any

of the standard releases and is left for the vendor or the operator to design its protocols as

long as it complies with the standard’s QoS requirements. It is also important to point out

that scheduling is a function not only native to the MAC layer but to all the layers of RAN;

nevertheless, it is conventionally referred to as an entity of the MAC layer. Thenceforth,

we will focus on UL. Scheduling UL and DL transmissions are separate although similar;

UL scheduling is done per UE, not per Radio Access Bearer (RAB). As a result, while the

eNodeB scheduler regulates the UL load of a scheduled UE, the UE is still responsible for

deciding which RAB/s to transmit over.

3Since we are working from the physical layer perspective, it is considered the highest layer

7



2.1 On the Evolution of RRM Paradigms

2.1.3 5G and Future Networks

With 3GPP Release 15, 5G was promised to be a game changer for telecommunica-

tion standards; however, its full potential remains unrealized. This subsection discusses its

core architectural components following the works [3,23,25–27]. 5G was designed to achieve

much higher rates, spectral efficiency, lower delay, and massive coverage compared to preced-

ing generations. Typical use cases would include users of three types under two categories

human users (enhanced Mobile Broadband (eMBB)), machine users (Ultra-Reliable Low-

Latency Communication (URLLC), and massive Machine-type Communication (mMTC)).

5G theoretically can reach speeds of 20 Gbps in DL and up to 10 Gbps for UL connections.

Perhaps latency is the most demanding requirement of providing latency of 1 ms in the user

plane with a reliability of 99.999% probability of successful packet transmissions and the

ability to cover 1 million devices per km2 which is a specification tailored for mMTC con-

nections with constrained energy consumption. OFDMA was introduced in 5G as the default

medium access technique (we will discuss this in detail in Chapter 3) with the possibility of

including NOMA access techniques in future releases of 5G.

Flexible numerology, Bandwidth Parts (BWPs), service multiplexing and mini-slotting,

streamlined frame structure, Massive MIMO, high and low-band inter-networking, and ultra-

lean transmission are key enablers to satisfy the requirements of this new era. The BWP

allows for greater flexibility in how resources are distributed to a given subcarrier. BWPs

are just about having versatility so that in a given bandwidth, many, distinct signal types

can be sent. Most base stations will use the larger bandwidths available in 5G. However, UE

capacities will vary, and it will be more difficult for some UEs to use the greater bandwidths

available. BWPs allow multiplexing of various signals and signal types for better spectrum

and UE power utilization and adaptation [28]. With BWPs, for various purposes, we can di-

vide and use the subcarrier. Every 5G NR BWP has its own numerology, which ensures that

we can configure each BWP differently with its particular signal characteristic, allowing for

more efficient use of the spectrum and power. This role of flexible configuration is good for
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integrating signals with various specifications. OFDMA offers an even further partitioning

of resources in time (as granular as symbol times) and frequency (subcarrier-wise) domains,

as well as support for massive MIMO. Moreover, 5G is designed to coexist with earlier stan-

dards and future ones. First, reserved resources which were not accessible for transmission

can be configured by NR. Reservation leaves resources empty, allowing them to be exploited

for future extensions. Secondly, physical signals and channels are contained within radio

resources that we can configure and use. These properties provide future flexibility while

remaining backward compatible. Third, NR reduces the number of always-on broadcasts.

5G core network introduces the service-based architecture, which focuses on facilitating con-

nections between services rather than nodes. 5G RAN structure is similar to that of 4G

as of Release 17, with specifications geared towards standardizing Non-Terrestrial Networks

(NTNs) and satellite communication integration with 5G/NR.

Future Networks refer to 6G and beyond, although 6G is still in its infant stage of

development, we touch briefly on the vision and possible enabling technologies of 6G. 6G is

expected to provide data rates in the region of Tbps with latency as low as 100 µs, and up

to 10 million connections per km2. Typically every generation is supposed to offer, on aver-

age, an order of magnitude enhancement over the capabilities of the preceding generation.

Many enabling technologies are being investigated for viability and integration; among those,

we are concerned with the PHY impact of such technologies as Terahertz communication,

which enables data rates at least ten times the current 5G capabilities, simply due to the

large bandwidth availability in a spectrum range of 95 GHz to 3 THz. Nonetheless, operating

in sub-THz bands can be problematic, as propagation can be highly direction-dependent,

and signals suffer from compounded channel response due to molecular absorption or path

blocking, where these effects are still under investigation. Ultra-Narrow beams, also known as

Pencil beams, introduce a complex challenge to interference management, impacting medium

access control and handover. Terahertz communications will add another layer of complex-

ity to physical layer designs. Hence, solutions for modulation, coding problems under RF

9



2.2 An Introduction to NB-IoT Standard

hardware limitations, and low power AD/DA conversion circuit limits will be among the

prioritized. In the class of new promising technologies, is the convergence of communica-

tion, sensing, and computing networks resulting in what the literature would refer to as the

IoE, which will enable a level of QoS that is unprecedented, and by extension gives rise to

context-aware communication.

2.2 An Introduction to NB-IoT Standard

In this section, we introduce the main components of the NB-IoT standard along with

this work’s consideration to comply with the standard. Our primary focus is NB-IoT physical

layer design components from a UL perspective [29–35]. The majority of NB-IoT’s function-

ality, as well as its core design of channels and signals, are inherited from 4G. However, to

meet the low-cost and low-power requirements of NB-IoT-connected devices, the complex-

ity of these features was reduced. The number of channels and signals was decreased and

modified to meet the new NB-IoT frame topology. The system was intended to operate

with a frequency bandwidth of 180 kHz (equivalent to one resource block in the 4G system)

and to handle a large number of repetitions to enable long-distance broadcasts and deep

interior penetration. The NB-IoT system was developed with substantial reuse of the 4G

architecture. This approach enables quick and flexible deployment across older 4G cellular

network infrastructures while maintaining the compatibility of the two technologies. NB-IoT

system reuses the modulation techniques for DL and UL transmissions, namely OFDMA and

Single-Carrier FDMA (SC-FDMA).

2.2.1 Operation Mechanisms

NB-IoT was designed with air interface in mind, to ensure that the system can coexist

with legacy 4G carriers while maintaining the reliability of 4G systems. There are three

main operation modes that are defined by 3GPP. As shown in Fig. 3, the three mechanisms

are in-band, guard-band, and standalone.
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Figure 3: NB-IoT operation mechanisms

The In-band mode is where the NB-IoT Physical Resource Block (PRB) overtakes a

single PRB from the bandwidth. Guard-band mode occupies a PRB of the full bandwidth

typically PRB used for band-guarding from other carriers hence the name. In Standalone

mode, the NB-IoT SubFrame (SF) overtakes a free spectrum of a 2G carrier, the NB-IoT

still has a bandwidth size of 180 kHz, but it also has a band-guard of 10 kHz on both sides of

the liberated spectrum. To minimize conflicts between NB-IoT transmissions and some key

4G channels and signals, such as the physical broadcast channel and synchronization signals,

NB-IoT transmissions are prohibited for the six middle PRBs of the 4G system. Any PRB

can be utilized for NB-IoT broadcasts in the guard-band mode. In this work, we will assume

all our transmissions are in the in-band operation mode because it offers the most prominent

advantages in resource utilization and simplicity of integration over older 4G networks.

2.2.2 Transmission Mechanism

With 3GPP Release 13 NB-IoT was devised to operate using Frequency-Division Duplex-

ing (FDD). Using FDD implies that DL and UL communications occur in distinct frequency
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ranges. To put it another way, the eNB and UE will transmit in one frequency range while

receiving in another. However, NB-IoT UE modules’ power, complexity, and battery life con-

strain the system. On the UE side, UEs transceive in a type B Half-Duplex-FDD (HD-FDD)

mode. HD-FDD mode indicates that the UE can either send or receive data, but not both,

with a time-guard between transmissions. Release 15 introduced the use of Time-Division

Duplexing (TDD) for UL and DL transmissions.

2.2.3 NB-IoT Frame Structure

NB-IoT was conceived as a legacy 4G descendant; thus, it retains the same frame struc-

tural design as 4G, where the UL and DL transmission alike form 10 ms physical frames.

The differences lie mainly in the signal and channel maps. NB-IoT frames consist of 10 SFs;

the SFs are composed of two-time slots of 0.5 ms each for a total of 1 ms. System Frame

Indexing (SFN) is then used to index frames with maximum allowable indexes of 1024, hence

it occupies 10.24 s total frames time.

Physical Signal Frame Structure

On a larger scale (signal-wise) NB-IoT UL SF is structured as 12 × 14 REs where we

have 12 subcarriers (if we choose 15 kHz spacing or 48 subcarriers if we choose 3.75 kHz)

and 14 OFDMA symbols (each is 8.33 µs). However, if 3.75 kHz spacing is chosen, the radio

frame type and REs representation will change. As a result, with 3.75 kHz spacing, the slot

duration is four times greater, resulting in a slot length of 2 ms. This configuration of each

frame means that a UL physical frame will consist of five 2 ms slots, where the duration of

each Cyclic Prefix (CP) is 266.67 µs. In contrast, if a 15 kHz spacing is used the CP of the

first symbol only lasts 5.2 µs, while the remaining six symbols have a CP that lasts 4.7 µs.

Fig. 4 illustrates the NB-IoT UL framing system with a subcarrier spacing of 3.75 kHz.
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Figure 4: NB-IoT UL frame structure with subcarrier spacing = 3.75 kHz

2.2.4 Machine-type Communication in HetNet Settings

This subsection briefly introduces some of the main challenges and considerations of

MTC, when designing a communication framework under heterogeneity constraints [3,36–39].

Conventionally, mMTC challenges differ depending on the type of communication constraints

of the type of machine devices. Hence, MTC literature would fall under three categories

mentioned in Chapter 2, mMTC, URLLC, and eMBB machine devices. URLLC and eMBB

fall outside our scope; thus, we will not cover their challenges in depth here. Ultra reliability

and low latency are very evident of the main requirements of URLLC type of devices usually

robotics in a massive factory, or remote surgery robots, where their control signals and
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transmissions are mission critical, thus they fall under the URLLC category. However, for

example, 8K streaming and VR/AR offloading to an edge server would naturally require

much higher throughputs and low latencies, but not so much reliability, henceforth they fall

under eMBB type of devices.

mMTC focuses mainly on providing coverage and acceptable data rates for millions of

connected devices (typically sensors and actuators) uploading their readings and reports to

the cloud or an edge server. We detail how NOMA schemes work, but not their importance

as access techniques, NOMA promises a solution to the problem of massive connectivity in

Ultra-Dense Networks (UDN), as it tackles many challenges posed by mMTC constraints.

However, the non-orthogonality of NOMA comes at the cost of more sophisticated receivers

but offers much better coverage and low latencies for connected MTDs.

2.3 Related Work

In this section, we carefully examine the literature contribution and related works to

our scope and scenarios. Classical Formulation the paradigm of radio resource alloca-

tion/scheduling is generally a non-convex NP-hard problem [40] and therefore computation-

ally complex, particularly as the density of the network increases. Researchers have developed

a range of centralized and distributed radio resource allocation algorithms (User-Pairing as

in [41], or Game-based algorithms [42–44]), using various techniques such as weighted mini-

mum mean square optimization, information-theoretic [45], and fractional programming [46].

Clustering is a fundamental building block in this work, usually, it is considered a process

to generate points in a 2D space with little regard to the deep impact on performance which

we will showcase in Chapter 3 and 4, some works employ techniques of general and cluster

point processes and solve their problems with respect to the properties of the point pro-

cesses [47] formulated an optimization problem constrained by properties of cluster process,

they focused on maximizing performance for mMTC, and URLLC devices, however, they

considered a single cell scenario and relied upon PD-NOMA for transmission. Thus, clus-
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tering was useful as it can mitigate some challenges introduced by the full-collision property

of NOMA. [48] proposed another use of the clustering process in Wireless Sensor Networks

(WSNs) to balance energy burden, for example by picking a sensor node with sufficient en-

ergy from a cluster, to compensate for sensor nodes with inadequate energy. Thus, it will

improve the life expectancy of WSNs. [49] was an important inspiration for the investigation

of cluster processes in general, in this paper they were trying to bridge the gap between

Poisson point processes and tier-based HetNets. They developed models for HetNets for

different types of BS and UE configurations, which resulted in a unified model for simulating

the non-uniformity of BSs and UEs locations throughout the HetNets. Wireless Sensor

Networks is a direct application of the MTC model of communication since we are deal-

ing with devices that have limited energy supplies and transmit in a bursty manner. [50]

proposed a similar use of clustering based routing protocol to [48] to prolong WSNs life

expectancy.

In the problem formulation, we relax the energy constraint (refer to Chapter 4) as it

introduces a complexity of the same hardness as the joint resource scheduling and allocation,

making our problem multifaceted with strenuous constraints. However, the literature and

we believe it is of utmost priority to focus on Energy Aware communication due to its

deep impact on the network as a whole, for example, that MTDs have limited energy sup-

plies, and PD-NOMA works by ranking devices by predetermining their transmission power.

Thus, energy-aware constraints are integral to any resource allocation problem formulation

in current and future networks. [51] proposed the use of Deep Reinforcement Learning (DRL)

in a D2D setting to solve a joint resource allocation and power control problem, to improve

spectrum utilization and system capacity. [52] discussed the use of Intelligent Reflecting Sur-

face (IRS)-aided Wireless-Powered Communication Network (WPCN) to minimize power

consumption and maximize total throughput, they used a penalty-based algorithm to solve

their non-convex optimization problem. [53] studies the consequences of facilitating extreme

coverage over NB-IoT networks, where they offer channel-scheduling-based solutions. A

15



2.3 Related Work

tractable analytical framework has been proposed to investigate the impact of control and

data channel scheduling, as well as the coexistence of coverage classes, on the power con-

sumption and latency of IoT devices. Their results demonstrate a considerable association

between allowing extreme coverage for devices experiencing enormous path loss and degrada-

tion of battery life and latency for IoT devices experiencing lower path loss. Reinforcement

Learning (RL) promises to be a solver for everything, and we have seen early attempts

by researchers to use RL for RRM paradigms, where the authors in [54] used RL to con-

trol a Fuzzy-Neural model, to ensure QoS specification. The above-mentioned algorithm

was analyzed in a scenario involving 3G, GSM/EDGE RAN (GERAN), and WLAN radio

access technologies. Single-cell deployment was considered to easily test the actions of the

algorithm. The best RAT and the assigned bit rate are given to each user both during the

admission process and during the length of the session.

Authors in [55] and [56] approached the RMM paradigm in a formally similar manner

but for different applications. [55] proposed the ”Learn to schedule (LEASCH)” algorithm,

a DRL-inspired approach to solve RRS in the MAC layer, LEASCH trains Dueling Deep Q

Network (DDQN) agents. LEASCH can learn scheduling tasks from the ground up with no

prior knowledge of the RRS framework, which is a typical advantage of DRL algorithms over

AI-Based solutions [57–59]. While [56] mainly presented the use of basic RL algorithms like

Q-Learning, and Actor-Critic networks, although, under the scope of vehicular networks.

Furthermore, the Internet of Vehicles (IoV) has an intrinsic property, which is that vehicles

have partial observability. Hence, proactive AI-based measures, sometimes are not enough,

especially in overloaded scenarios, as long-term dependencies tend to form in stochastic

networks, hence DRL is perfect for such applications. [60] introduces the Multi-Agent concept

to resource allocation, in which each transmitter is treated as an agent. The neat property

of Multi-Agent deployments is that it allows agents to take actions concurrently and in

a distributed way while remaining oblivious of the simultaneous decisions of certain other

agents, thus called partial observability [61, 62].
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Chapter 3

Medium Access Techniques and Methods of

Configuring SBSs and MTDs

In this chapter, we shall lay the bases on which we build our problem formulation, in

the first section we discuss in detail the origins and mathematical properties of orthogonal

multiple access and non-orthogonal multiple access techniques. We will focus on OFDMA

and PD-NOMA. In addition, we will briefly discuss other techniques (e.g., CD-NOMA,

RSMA).

3.1 Orthogonal Frequency-Division Multiplexing

OFDM has been the driving force of modern telecommunication as it is the most univer-

sally deployed medium access technique over the past decade, due to its robustness against

different types of co-channel interference (with various distributions), multipath, and fre-

quency selective fading [63–71]. Below we list some of the main fundamental characteristics

of OFDM (advantages and disadvantages):

• It eliminates the need for sophisticated equalization filters. Therefore, channel equaliza-

tion is simplified because OFDM uses numerous slowly modulated narrowband signals

in contrast to using wind-banded signals with rapid modulation.

• Its robustness against Inter-Symbol Interference (ISI).

• It enables the adoption of Single Frequency networks, which are particularly appealing

for the broadcasting type of applications.

• It has a much higher spectral efficiency over traditional Frequency Division Multiplex-

ing (FDM) systems.

• However, it is highly sensitive to Doppler shifting. Hence the need for very precise

time and frequency synchronization.
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• The main drawback that affects spectral efficiency is the use of Cyclic Prefix (CP) and

guard bands.

• A non-linear power amplifier transmission would be detrimental to the whole band-

width range, Hence, a considerable out-of-band power leakage occurs, resulting in

inter-carrier interference.

Moving forward we will center on UL transmissions and the considerations entailed under

that scope. Another important assumption that will be integral to the system design, as

well as the problem formulation, is that MTDs can transmit on both 4G and 5G channels

but are only permitted to use one at a time as conventionally used in practical systems. The

choice of which MA to use will be specified in the following sections.

3.1.1 Operation Mechanisms

The basic principle of OFDM system operation is that the spectrum is partitioned into

narrowbanded controllable sub-carriers, hence they almost have flat fading. The high spectral

efficiency (as shown in Fig. 5) is manifested when we realize that the bandwidth is allocated

more efficiently with orthogonal and overlapping sub-carriers.

FDM f

f1 f2 f3 f4 f5

OFDM f

f1 f2 f3 f4 f5

Figure 5: Spectral efficiency comparison between FDM and OFDM systems using a full
cosine OFDM spectrum

The orthogonality is retained even with a time-dispersive channel. Shaping of the

frequency spectrum allows the subcarrier to be sampled only at its peaks, thus the remaining
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subcarriers have zero crossings at the peak, hence the sampled subcarrier experiences no

interference. If this sampling occurs during the off-peak period, there may be interference

from nearby subcarriers. Furthermore, by not truncating the spectrum of each subcarrier,

the demands on resources are reduced, and the symbols can be time-limited. However,

typically data symbols transmitted on distinct subcarriers are received with no interference.

To elaborate on the implementation of OFDM, the symbols must first be analyzed in terms of

frequency. Time-domain representations are obtained by computing the Inverse Fast Fourier

Transformation (IFFT) of the data symbols. This temporal representation is given a CP,

which is formed by blending it with an interval of the time representation of the symbols.

After adding the CP, this data is broadcast across a frequency selective channel. The CP is

omitted at the receiver, and the symbols are provided by the Fast Fourier Transformation

(FFT) of the remainder. It is vital to choose a CP with a duration larger than the minimum

delay spread interval.

Discrete–Time OFDM Model

Discrete-time modeling is a useful tool to view OFDM transmission from a signals and

systems perspective. We have three types of OFDM block-based transmission techniques,

block pre-coded, zero-padded, and cyclic prefix. We adopt block pre-coded in our formu-

lation. Block-based transmissions are effective in mitigating channel-caused ISI. In block

transmission (as shown in Fig. 6), we denote block lengths Bl where Bl are formed from in-

put symbols sp[n] and Bl >> LT , LT denotes taps in Tapped Delay Line (TDL) 4 frequency

selective channel model. We denote the to-be transmit ith blocks with sp[i] where

sp[i] = [sp[(i− 1)Bl], sp[(i− 1)Bl + 1], · · · , sp[(i− 1)Bl +Bl − 1]]T (1)

4A TDL is a delay line that has at least one ”tap” in it. A delay-line tap collects a signal output from
anywhere along the delay line, scales it if necessary, and commonly sums it with other taps to generate an
output signal
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+

Figure 6: Block-Based transmissions

from Fig. 6 we can obtain

rsp[i] = H0sp[i] +H1sp[i− 1] +w[i], (2)

where rsp[i] and w[i] are received signal and noise (or interference) respectively. H0 and H1

are channel matrices of size Bl ×Bl

H0 =



h[0] 0 0 · · · 0

... h[0] 0 · · · 0

h[LT − 1] · · · . . . · · · 0

...
. . . · · · ¨ 0

0 · · · h[LT − 1] · · · h[0]


Bl×Bl

(3)

H1 =



0 · · · h[LT − 1] · · · h[1]

...
. . . 0

. . .
...

0 · · · . . . · · · h[LT − 1]

...
...

...
. . .

...

0 · · · 0
... 0


Bl×Bl

(4)

we stated that block transmission is robust against ISI, nevertheless, it introduces Inter-Block

Interference (IBI) for block sp[i] solely from the previous block sp[i − 1], for the mere fact

of causality as a result of picking Bl >> LT . This general framework is what we build the
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OFDM discrete-time model on, as shown in Fig. 7 (please note we are only considering the

OFDM Discrete-time model from an UL perspective). And by applying the same principle

in Eq. 2, the received signal can be obtained as

r[i] = H0TcpF
H
N sp[i] +w[i] (5)

where FH
N denotes the Hermitian of Inverse Discrete Fourier Transform (IDFT) matrix, and

Tcp denotes the cyclic prefix inserted matrix.

S/P Tcp P/S p(t)

Serial-to-
parallel 

conversion

Subcarrier 
Modulation

IFFT

Parallel-to 
serial 

conversion

Cyclic Prefix 
insertion

Figure 7: Discrete-Time OFDM block model

3.1.2 Multiple Access Extension–OFDMA

OFDMA was conceived to combine the use of OFDM and FDMA. The available sub-

carriers in OFDMA systems are separated across many mutually exclusive subcarriers (as

shown in Fig. 8) that are allotted to different users for simultaneous transmission. The

orthogonality of subcarriers ensures robustness against co-channel interference, while the

use of a dynamic subcarrier assignment technique provides the system with improved re-

source management flexibility. Additionally, OFDMA retains from OFDM the capacity to

adapt to the frequency domain channel distortions, without the use of complex time domain

equalizers. Nonetheless, it still inherits the same drawbacks of legacy OFDM e.g., the strict

requirement for very precise time and frequency synchronization.
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Power (mW)

Figure 8: Illustration of OFDMA Technique

3.1.3 UL Operation Mechanisms

The primary distinction with DL transmission using OFDMA is when we consider a block-

wise style of transmission, where Bm of Ds data symbols are passed into a carrier assignment

scheme (CAS) block, and then a map of user-subcarrier is constructed. This operation results

in a mapping d-dimensional vector of frequency domain data samples. Thenceforth, an IDFT

operation is done on the mapping vector elements along with the addition of d-points CP.

Finally, the mapping vector is converted into a block of time domain samples. We omit the

analysis of synchronization schemes as we assume no frequency or time synchronization is

required from the base station of the received MTDs signals.

3.2 Non-Orthogonal Multiple Access

NOMA is a relatively new multiple access technique, and the literature recently has
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concluded that a standardized approach is easily formulated when dealing with different

schemes of NOMA. We direct the reader to the seminal works on PD-NOMA [72] and

[73–76]. PD-NOMA was presented back in the highly influential work by Saito, et al. [77]

which sparked the interest in NOMA schemes. In the years following [77], there was a flux

of new NOMA schemes in various domains each with different implementation purposes,

improvements over existing schemes, and more generalizable characteristics. Fig. 9 lists

the most commonly cited NOMA schemes proposed in the literature. Our scope remains

focused on the PD-NOMA scheme so we considered only the techniques relying on SIC on

the receiver side. As illustrated in Fig. 9, there are four main domains of non-orthogonality,

Power Domain, Bit Level Interleaving Domain, Symbol Level Scrambling, and Spreading.

We will briefly discuss some of the major techniques that assume SIC receivers as candidate

receivers.

NOMA

Power Domain

PD-NOMA 
(central scope)

Code Domain

Interleaving

RDMA

IGMA

Scrambling

LSSA

RSMA

Spreading

MUSA

PDMA

Figure 9: Breakdown of widely used NOMA techniques

3.2.1 Successive Interference Cancellation

We first need to introduce SIC as an interference mitigation technique [72, 78, 79]. To
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process superposed data (e.g., power/spread domain) at a single receiver (e.g., SBS) SIC

works by decoding MTDs received signals in the case of spread (code) domain. We make

the assumption that the receiver has full knowledge of the spread sequence of each device,

and in this case, the receiver is not concerned with their energy levels.

Decoding the most powerful MTD signal is the core concept of SIC followed by canceling

the first decoded MTD signal’s effect. Nevertheless, the user with the highest order is not

known in advance; instead, it is determined by the strength of the correlations between each

user’s chip sequence and the signal received. A selector receives the correlation values and

chooses the MTD to decode based on the strongest correlation. The estimation of signal

power and the preservation of the cancellations order are both based on these correlative

measures. The process is looped until all MTDs have been successfully decoded. The

selector in our case is a covariance-based selector or more formally defined as a sampler there

are various methods to sample MTDs for Transmissions, and probabilistic-based sampling

methods such as simple random, stratified, and cluster-based samplings. Moreover, the

literature also deploys non-probabilistic based sampling methods i.e., maximum variation,

homogeneous, and Snowball samplings [80].

In the case of the power domain, it is much easier to determine the strongest device, as

MTDs are arranged according to their signal strengths. We can represent this mathemati-

cally, first, we assume a n-user UL scheme where the SBS needs to decode the data received

from two MTDs, in the superposition encoding part of the transmission process, we have two

point-to-point encoders, E1 : {0, 1}⌊2LR1⌋ → CL up until En : {0, 1}⌊2LRn⌋ → CL translates

the input signal bits to n output coded sequences S1(k), ..., Sn(k). We denote the length of

each code block by L, R represents the total throughput of each device5. Finally, C denotes

the code library. The resulting signal is shown below

X (k) =
n∑

i=1

√
PδiSi(k) (6)

5the floor function is represented as ⌊·⌋
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δi denotes the total transmission power fraction of each device, where
∑n

i=1 δi = 1. At the

SBS the following operation is repeated until all devices data has been decoded (we assume

additive noise is negligible and the received signal Y(k) = X (k)),

1. Decode highest ranked message using a single user decoder we denote as F1 : {0, 1}⌊2
LR1⌋ →

C.

2. We then deduct
√
Pδ1S1(k) from the total received signal Yn−i(k) hence

Y ′
n−i(k) = Yn−i(k)−

√
Pδ1S1(k) (7)

3. Repeat 1 and 2 until all messages have been decoded successfully, wherein the first

iteration i = 1.

Furthermore, there are different candidate reciever types that deploy various techniques to

decode messages as well as mitigate interference some which are Message Passing Algorithm

(MPA) [81], Parallel Interference Cancellation (PIC) [82], and other variants, Minimum

Mean Square Error (MMSE) and Elementary Signal estimator (ESE) based SIC and PIC,

we direct the reader to [74, 75] for more detailed overview on the uses of each technique.

Many works [75, 83, 84] speculated the integration of massive MIMO with NOMA as an

essential tool to enable the systems to exploit the benefits of both massive MIMO and

NOMA. Massive MIMO-OMA systems with widespread linear processing at the BS are

known to attain the highest SE in under-loaded settings, i.e., with fewer users than available

antennas. As a result, such integration may be incapable of supporting huge connection in

overcrowded networks where the number of MTDs vastly exceeds the number of antennas at

the BS. To that aim, massive MIMO-NOMA has showed significant promise in addressing

the connection requirements of overloaded systems. The high number of antennas at the BS

in massive MIMO-NOMA may be leveraged to produce multiple beams for dividing users

in the space domain, resulting in Spatial Division Multiple Access (SDMA). While there
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is extensive research efforts on DL massive MIMO-NOMA, the UL case has received less

attention. Furthermore, practically all previous work focuses on grant-based transmissions,

in which user clusters and various NOMA-related transmission parameters are specified or

pre-configured. As a result, the promise of massive MIMO-NOMA in providing grant-free

UL transmissions has yet to be realized.

3.2.2 NOMA schemes

Power Domain

In the power domain, the most widely used type is PD-NOMA. The main principle of PD-

NOMA is that we have the users partitioned physically not only in the time and frequency

domain but also in the power domain as shown in Fig. 10. PD-NOMA is considered a Full

collision scheme, as it allows concurrent transmission of all users using the same spectral

resources. Consequently, we perform user multiplexing at the SBS in the power domain.

The users are ranked based on their Channel State Information (CSI) and signal strengths;

the ranking process is detailed in Algorithm 1. We can illustrate how PD-NOMA principally

works in Fig. 10, as shown in the figure the users are spread over time/frequency domains,

which is similar to the OFDMA scheme’s RB design. The main difference is that users can

transmit over the same time/frequency resources, whereas receivers rely on SIC to decode

messages from each user. Moreover, we mathematically analyze intra-cluster interference

solely and its effects (as we work with the assumption that there is no inter-cell interference

for simplicity purposes) in the following section.
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Algorithm 1: PD-NOMA Ranking scheme for n-MTD system

1: while True do
2: Set C, Rth

m , Pmax
m , and hs

m

∀m ∈ M, ∀b ∈ B, ∀u ∈ U , ∀t ∈ T , ∀s ∈ S
3: Calculate Channel Covariance
4:

5: covhm,hn =
∑N

i=1(hmi−h̄n)(hni−h̄n)

N−1
∀m ∈ M: h̃1 ⩾ h̃2 ⩾ · · · ⩾ h̃M

6: Using k-means algorithm Group MTD based on zero covariance as a feature.
7: for all u ∈ U do
8: if Usize < Csize then
9: Assign mMTC {1, ..., (C − U)} to the lowest order (u = 1) of {(U + 1), ..., C}

clusters.
10: else
11: Assign mMTC {1, ..., (C − U)} to the next available order in the cluster. ∀C
12: end if
13: end for
14: end while=0

Power (mW)

Tx Power Level High

Tx Power Level Low

Figure 10: Illustration of PD-NOMA Technique
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Code Domain

Similar to CDMA, different users are issued distinct codes and then multiplexed across

the same time-frequency resources in code domain multiplexing. The distinction between

power domain and code domain multiplexing is that code domain multiplexing can provide

specific spreading and shaping gains at the expense of greater signal bandwidth [73]. In this

subsection, we will discuss some techniques used in the code domain that would give us a

glimpse into where academia and the industry are headed, as some of the techniques were

proposed by industry (e.g., MediaTek, 3GPP) or in academia.

Spreading Consider standard SCMA [85] as an example. Developed by utiliz-

ing LDS-CDMA, each user’s original bit stream is directly translated to a code-word and

unique codebook. SCMA code-words are few, with just a few entries being non-zero. The

main advantage SCMA has over traditional LDS-CDMA is that it uses multidimensional

constellations. All SCMA code-words have a distinct position of non-zero elements. Fig.

11 depicts an example of SCMA resource mapping using four users, four resources, and a

sparsity of two (each user transmits data over 2 out of 4 resources). The maximum com-

binations possible is given by CB =
(
N
K

)
, where CB is a binomial coefficient. Pattern

Division MA (PDMA) [86] was designed based on SCMA the main distinctions are that

PDMA has variable controllability of the sparsity of its spreading sequence and that it can

be spread over numerous domains (power, code) hence it is not domain restrictive as SCMA.

Fig. 12 depicts PDMA resources spreading over four users sharing four Resource elements

(RE), where a binary code matrix 8 below

CM
[4,4]
Code =



a1 a2 a3 a4

b1 b2 b3 b4

c1 c2 c3 c4

d1 d2 d3 d4


(8)
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defines a sparse spread map from load to a RE group, where each element maps to a specific

group, and a ’1’ maps a RE to load data. A Belief Propagation (BP) [87] algorithm is used

at the receiver to do MUD and decode the received signal messages.

Because lengthy spreading sequences employed in classical CDMA have very low

cross-correlation, combining these codes with SIC results in increased processing complexity,

latency, and error propagation at the receiver. As a result, short spread codes with minimal

cross-correlation are ideal for grant-free UL Multi-User Shared Access (MUSA) [75]. The

family of complicated spreading codes is an appropriate choice in this situation since it is

short, owing to the design freedom with real and imaginary components. These spreading

sequences are specifically intended to handle significant user overloading and to enable a

simpler processing SIC design at the receiver.

Bit sequences
are mapped
to sparse
codewords

Codebook 1 Codebook 2 Codebook 3 Codebook 4

4 sparse 
codewords are 
transmitted 

over 4
orthogonal 
resources

MUD
Based on BP

Figure 11: SCMA scheme: Resource spreading across 4 MTDs, 4 subcarriers

RE 1

RE 2

RE 3

MTD 1

RE 4

MTD 2 MTD 3 MTD 4

Figure 12: PDMA where REs are spread across n-users
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3.3 A Primer on the Mathematics of SBSs and MTDs Configura-

tions

Previous work on Point Processes (PP) [88–90] investigated random groupings of point

occurrences where the points are located along time or space axes. However, in this subsec-

tion, we only pivot on 2D spatial processes as this is the main building block of our work,

Nevertheless, we touch on the fundamentals of PP in the time axis as well.

3.3.1 Fundamentals of Point Process

A point process is a fundamentally stochastic process and has been studied throughout

the Renaissance up until the early twentieth century through Life Tables and Counting

Problems. We will briefly touch on each concept in the temporal domain, then we will move

on to define point processes in higher dimensions (spatial).

Life Tables

Life Tables were first used to describe the sequential occurrences of successive events

(replacements) of an object that is prone to failure and can be replaced by another object

at each failure. The above definition formed the basis for Renewal Theory which will be

discussed later in this section. A Life Table is essentially a list of all people who survive

beyond a certain age in a given population, and are usually of size 1000 for proportional

purposes. The most significant variables are lx the number of people who live to age x, dx,

those who died between age x and x + 1. Hence dx = lx − lx+1, and finally qx those who

die before reaching age x+ 1, where qx = dx
lx
. Life Tables were constructed for discrete ages.

However, to transition into how the Poisson process is formulated from this scope we will

define it in continuous time and replace the ages with probabilities for each individual.
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Survivor function

lx = S(x) = Pr{lifetime > x} (9)

Lifetime distribution function

f(x) dx = Pr{life ends between x and x+ dx}, (10)

Hazard function

q(x) dx = Pr{life ends between x and x+ dx | it doesn’t not end before x}. (11)

Following the relations between these functions detailed above we arrive at a mathematical

conclusion that the Life Table problem distribution function is an exponential function,

where the hazard is a constant independent of age for x > 0, hence we get

f(x) dx = λe−λx, q(x) = λ, S(x) = e−λx, F (x) = 1− e−λx. (12)

the above distribution could be realized in different context models as emphasized in [89],

that lifetime distribution is another form of gamma, Weibull, and log-normal distributions.

Counting Problems

Counting Problems is an alternative and more standard approach to defining the point

process paradigm in single dimension as well as higher dimensions. By definition, it is used

to count the number of occurrences in-between intervals (or higher-dimensional regions) of

time or space. The point process can be formulated as a counting process [90]. First, we will

consider a one-dimensional point process where the occurrence times T1 < T2 < ..., this is

illustrated in Fig. 13. However, studying these events proved to be complicated due to the

occurrence times being strongly dependent since Ti < Ti+1.

We can instead study the inter-occurrence times Oi = Ti+1 − Ti as they have the
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T1 T2 T3 T4

Figure 13: Occurrence times Ti

advantage of being independent as shown in Fig. 14. It is more common to define the point

process as a counting process as shown below

Nt =
∞∑
i=1

I{Ti ≤ t}, (13)

T1 T2 T3 T4

O1

O2 O3

Figure 14: Inter-Occurrence times Oi

where Nt denotes the number of occurrences up until time t, and I is a binary indica-

tor function that a certain statement (e.g., MTDs transmitting) of occurrence at time t is

true or false. As stated above we know that the number of occurrence times are highly

dependent. Consequently, we use interval counts N(a, b] = Nb − Na as they are disjoint in

nature and are stochastically independent. This approach is more analogous while working

in higher dimensions, as points in a 2D space cannot be ordered naturally, hence it would be

more convenient to generalize Inter-occurrence interval counts to region counts. Binomial

Distribution as an alternative, various problems have presented with a behavior that

is not satisfactory by Poisson distribution characteristics (where the variance/mean ratio is

identically unity), it has been discovered in ecology [91,92] among other fields, that the dis-

tribution of inter-interval counts had a higher variance for a given mean. As an alternative,

negative binomial distribution has been widely adopted [89]. To elaborate further, let us
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generate a number n of points in the bounded region W ⊂ R2 at random locations. We then

denote X1, ..., Xn to be Independent and Identically Distributed (i.i.d) uniformly distributed

random points in W . The probability density of each Xi is

g(x) =


1

λ2(W )
if x ∈ W

0 otherwise,

(14)

λ2(W ) is denoted as the area of the region W , since the generated random points are uni-

formly distributed, therefore for any bounded set of points B in R2

Pr{Xi ∈ B} =
λ2(B ∩W )

λ2(W )
, (15)

we denote the set of points that falls within the bounded region W as N(B) and the points

that do not as V (B), both sets can be represented in terms of bounded set B as

N(B) =
n∑

i=1

I{Xi ∈ B}

V (B) =
n

min
i=1

I{Xi /∈ B},

(16)

NaturallyN(B) follows a binomial distribution with parameters n and p = λ2(B∩W )/λ2(W ),

therefore it is widely defined as a binomial process.

3.3.2 Basics of Poisson Process

Stationary One-Dimensional PPP

We define the PPP on a line in which N(ai, bi] denotes the number of occurrences of a process

falling in a half-closed interval (ai, bi] where ai < bi ≤ ai+1, by the following equation

Pr{N(ai, bi] = ni, i = 1, ..., k} =
k∏

i=1

[λ(bi − ai)]
ni

ni!
e−λ(bi−ai), (17)
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The above definition has three distinct characteristics:

1. The numbers of generated points in all half-closed intervals are Poisson distributed.

2. We can say that all the number of points generated in discontinuous intervals are

independent Random Variables (RVs).

3. Finally the distributions of the Intervals are declared to be stationary.

Stationarity refers to the fact that the distribution of points within a finite interval depends

not on the location but on the interval’s length.

Definition 1. A point process is deemed stationary if, for any shifting vector v ∈ Rd the

distribution of the shifted point process with vector v remains equivalent to the distribution

of the original point process.

Following the characteristics of the Poisson process from Eq. 17 we know that µ(a, b] =

λ(b − a) = σ(a, b] where µ is the mean density of the points and σ is the variance. We can

naturally observe that the mean and variance are equivalent and that they are proportional

to the size of the half-closed interval, which is a further evidence of the stationarity of the

Poisson process. Moreover, we can define the Poisson distribution as

Pr{N = k} = e−µµ
k

k!
, k = 0, 1, 2, ... (18)

Furthermore, if we split the interval (ai, bi] into a large number n of smaller intervals,

the number of inter-occurrence in each small interval is binary, except for an occurrence

with a low probability. Since N(ai, bi] is the summation of these occurrences, it follows a

binomial distribution. As n → ∞, we conclude that N(ai, bi] have a Poisson distribution.

There are other properties that can be drawn from the conclusion above specifically for the

one-dimensional PPP,
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1. The inter-occurrence times Oi are exponentially distributed with intensity β.

Pr{Oi ≤ o} = 1− e−βo, o > 0. (19)

2. The inter-occurrence times are independent (remember this property from the formu-

lation of Life Tables).

These two extra properties, may give us a leeway into generating sequences of highly indepen-

dent, exponentially distributed RVs O1, O2, ..., Oj, where the occurrence times are defined as

Ti =
∑

1≤j≤i Oj. Next we review in-homogeneous PPP in which the estimate of number

of occurrences (ai, bi] is

EN(a, b] =

∫ b

a

β(t)dt, β(t) > 0 (20)

Where β(t) > 0 denotes the intensity function or the probability that there will be a point

within minuscule inter-occurrence interval [t, t + dt]. Hence, occurrences in discontinuous

time intervals are independent in nature. Conditional Property Given a PPP defined in

R2 that has a uniform intensity of β > 0, and that Region W ⊂ R2 that has surface area

0 < λ2(W ) < ∞. N(B) where B ⊆ W is considered to have a binomial distribution

Pr
(
N(B) = k|N(W ) = n

)
=

(
n

k

)
pk(1− p)n−k (21)

The proof can be found in section 1.5 of [90] and is omitted from this work.

Spatial (2D) PPP

It is possible to generalize the PPP to R2 as defined below.

Definition 2. Poisson Process is defined in two-dimensional space R2 with uniform intensity

β > 0 with properties such that

Property 1. ∀ divided regions of space B1, ..., Bj, then N(B1), ..., N(Bj) are independent.
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Property 2. Second ∀ sets B which are closed and bounded sets, N(B) (count of sets) is

Poisson distributed with µ = βλ2(B).

Remember that the binomial process is a Poisson process in disguise, the realization

of the binomial process in Fig. 15 gives us a rather interesting disparity between the two

processes, the fact that the generated points in a unit square region of space W are precisely

100 points for the binomial process while different realizations of the Poisson process could

produce a different number of points.

Figure 15: Realization of Poisson (left) Binomial (right) point processes β = 100

General Poisson Process

In this subsection we set the assumptions on which we define a general Poisson point

process, first, we assume the process points are generated in higher dimensional spaces

(Euclidean) Rd we shall denote any higher dimensional space as S, we denote Λ as a measure

on S (Borel σ-field of disjoint compact spaces) and N(A) as count of points in the space S.

Given that there exists a bounded finite Λ, therefore we define the general Poisson process

as

Definition 3. A general PPP is defined on S with intensity Λ such that
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Property 1. ∀ compact disjoint Borel sets N(A) is Poisson distributed with a mean of λ(A).

Property 2. ∀ Borel sets (that are bounded and disjoint), the counts of points of these sets

N(A1), ..., N(Ai) are independent

An example of such generalization, let there be a S sphere with a unit radius, our

intensity measure Λ would be the area of the unit sphere in 3D thus Λ = βµ where µ is the

area measure on the unit sphere 4π and β as always is the mean density. We can realize

this generalization as shown in Fig. 16. However, while generating sphere bounded PPP,

some considerations need to be taken into account while working with spherical coordinates

(ρ, θ, Φ). Transitioning to the Cartesian coordinate system we have

x = ρ sin(θ) cos(Φ)

y = ρ sin(θ) sin(Φ)

z = ρ cos(Φ)

(22)

It ultimately depends on the purpose of generalization, it could be on the surface of

the sphere, or inside the sphere. Both cases differ in the RV that needs to be uniformly

distributed. In the First case, we use Proposition 1.1 from [93], we simulate two new

uniform RVs namely Ξ and Θ, where −1 ≤ Ξ ≤ 1 and 0 ≤ Θ ≤ 2π. Then the new

Cartesian coordinates are

X = r
√
1− Ξ2 cos(Θ)

Y = r
√
1− Ξ2 sin(Θ)

Z = rΞ.

(23)

where the radius of the sphere is denoted as r, this method works to ensure that the

points generated are uniformly distributed over the surface. To elaborate, consider the

RV Φ = arccos(Ξ) is the Φ-coordinate of uniform point, by substituting with the trigono-

metric identity 6 where sin(Φ) =
√
1− Ξ2. Recall that the surface area element under polar

6cos(arcsin(x)) = sin(arccos(x)) =
√
1− x2
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coordinates is dA = ρ2 sin(Φ)dΦdθ, integrating with respect to θ we get a constant, once we

integrate with respect to Φ we get Ξ = cos(Φ), thus instead of ensuring that Φ is uniformly

distributed we need Ξ to be so. Please note to generate the process inside the sphere you

only need Φ to be uniformly distributed.

Figure 16: Realization of a homogeneous PPP orthogonal projected over a unit sphere
β = 1000, on the sphere (left), inside the sphere (right)

3.3.3 Model Construction through Conditioning

PPP Transformations

There are numerous methods through which we can construct new point processes, for

example, by changing or transforming certain characteristics or properties of an existing

point process. We will focus on Superpositioning and Clustering which will generally

lead to the introduction of the Marked Process. Superpositioning is defined by the union

of two independent point processes X and Y sets of points, we denote the count of X

process by NX(W ) and of Y with NY (W ) where the counts of both processes lie in the

region W ⊂ R2. Hence we can refer to the superposition of X and Y as the sum of the

random measures of both processes, the realization is shown in Fig. 17. Moreover, if both
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processes are independent, then we can say that the superpositioning of two uniform Poisson

processes with mean densities µ and υ, is a uniform Poisson process with a mean density of

the summation of both densities µ and υ.

Figure 17: Superposition Realization of two PPPs

Cluster Process

From the work in [91] we will adopt some of the authors’ mathematical findings into our

elaboration on Matérn Cluster Process. As well as the works [49, 94–96] which are more

aligned with our scope. Clustering processes have been an indispensable type to model the

locations of objects or more precisely the occurrences of locations in spatial domain meaning

Rd where d ≥ 2. Cluster processes have been adopted in a wide range of applications, in

ecology, stars formation, and departures in communication queuing systems. We informally

define the cluster point process as a point process of cluster centers (cc) or Parent points and

each cc is correlated with a random number of points with count N(A), creating together

secondary process points (daughters). The daughter points are spread around the cc in

a defined fashion. The clustering process is, therefore, considered a superposition of all

subsidiary daughter clusters. The clustering process then involves superimposing all of the

various clusters, with points from the same cluster not being identified as such.
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Definition 4. N(A) is a Poisson cluster process on a separable spatial region W , with the

cc process denoted as Nc(A) on another separable space E and subsidiary point processes

(measurable group) {N(·|e) : e ∈ E}, where for every finite bounded region A ∈ QW ,

N(A) =

∫
E

N(A|e)Nc(de) =
∑

ei∈Nc(·)

N(A|ei) < ∞ a.s. (24)

As mentioned the definition entails that the superposition of all clusters almost surely is

finitely bounded. Although this is not necessarily the case for each of the clusters as they are

not constrained by such requirements. We bypass the need to prove the mutual independency

of the subsidiary (daughter) processes as it was already proved for Lemma 6.3.II in [89],

and we assume the necessity of mutual independence of daughter processes to define the

independent Poisson cluster process. Hence, by calculating the conditional expected value

on the cc we get

E[N(A)|Nc] =
∑
ei∈Nc

M1(A|ei) =
∫
E

M1(A|e)Nc(de) (25)

we denote M1(·|ei) as the mean of the cluster’s daughter process centred at e. And since by

definition we know that the daughter processes form a measurable group, then we can find

the expected value of the measurable kernel (if M1(·|e) exists) taking into account the cc

process we find

E[N(A)] =

∫
E

M1(A|e)M c(de), (26)

we denote M c as the expectation of the random measure of the process of cc. From the

expectation above we can conclude that the first moment of a resulting superposition process

exists ⇐⇒ the integral is finite ∀ Borel sets A. We need to point out that this result holds for

higher-order moment measures. Moreover, if we consider the second-moment measure of the

resultant process, we have to examine if two different daughter points from the superposition

of clusters could fall into the product of the two sets A and B where (A,B ∈ Bx), we can
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obtain the second moment of the resultant process

M[2](A×B) =

∫
E

M[2](A×B|e)M c(de) +

∫
E

M1(A|e1)M1(A|e2)M c
[2](de1 × de2) (27)

One widely known example of cluster processes isMatérn Cluster Process in which

parent points are uniformly distributed over a two-dimensional region R2 we can define the

Joint cc process and subsidiary processes in simpler terms as detailed in Eq. 28, along with

a realization of Matérn cluster process shown in Fig. 19. Applying principles introduced in

this chapter we can generalize the Poisson process on a sphere to a 3D shape for instance.

Fig. 18 illustrates a Matérn cluster process where the parent points engulfed n-uniformly

distributed points inside a spherical region of space, this generalization could be used in,

for example, users placement in a 3D environment as well as UAV positioning in regions of

space to maximize coverage, the potential is this generalization using some of the techniques

described above could be case-specific, for example, we can generalize it to different shapes

with a uniform cross-section.

Figure 18: Realization of 3D Spherical Matérn cluster process β = 100/sphere
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Chapter 4

Dynamic RRS Problem Formulation

4.1 System Model

We investigate a multi-cell scenario with one SBS in each cell center (cec) that supports

mMTC and is following NB-IoT standard specifications. We assume MTDs are stationary

or with very limited mobility. Denote M = {1, ...,M} as the set of MTDs. For uplink data

transfer in a single Transmission Time Interval (TTI), where active devices share a single

PRB every TTI. Each PRB has a bandwidth that is partitioned into a series of sub-channels

S = {1, ..., S}, where a bandwidth of W will be allocated to each sub-channel. To solve our

formulated OPs We rely on Gurobi [97] for both the heuristic solution and the near-optimal

solution.

We propose HetNet based Poisson cluster process (PCP) scheme by clustering MTDs

in an NB-IoT network, where clusters are generated in a simulation environment according

to Matérn cluster process [49], where the daughter points are distributed uniformly within

a circle centered around a parent point as shown in Fig. 19. For simplicity, we shall denote

the Matérn cluster process as PCP. The PCP process could be defined as

ρu =
⋃

Θ∈ρpu

Θ +OΘ
u , (28)

where ρpu denotes the parent PPP of density λpu and OΘ
u represents the daughter point

process, where each point at s ∈ OΘ
u is i.i.d. around the cc Θ ∈ ρpu , where the density of

daughter point process is Du.

The MTDs (according to the PCP scheme), share each sub-channel resources and transceive

non-orthogonally i.e., multiple MTDs can share the same sub-channel resources or in an or-

thogonal manner in case they are accessing the medium using OFDMA. As a result, the

devices are dispersed into PCP groups, which we denote as C = {1, ..., C} cluster sets. γs,c,b
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Figure 19: Simulation of a Matérn cluster process

is a binary indicator where sub-channel s ∈ S is dedicated to group c ∈ C, hence γs,c,b = 1

if sub-channel s is allotted and zero otherwise. The MTDs use the same sub-channel for

transmission, with transmitting powers of ps,m, respectively. As a result, the SBS receives

a combined message from MTDs with additive noise N0 and interference in case the MTDs

are using PD-NOMA. We denote the point process of the bth SBS tier as ρu, where ρu is the

PCP (∀u ∈ U1), where U1 is the index set of the SBS tiers being modeled as PCP. Defining

the set of ranks (levels) in each PCP group as U = {1, ..., umax}, where umax defines the

maximum number of MTDs that can be in the same group and thereby utilize the allotted

sub-channels We assume that CSize × umax is greater than the population of MTDs. It is

worth noting that the MTD with the highest rank in each group is immune to other MTDs’

interference, while the other MTDs are subjected to interference from MTDs with higher

ranks (u = 2, ..., umax). Furthermore, transmit power and QoS requirements are taken into

account while analyzing intra-group interference. PCP clustering uses the average channel

gain of MTDs, h̃m =
∑
s∈S

hm,s

S . Then based on their h̃m, they are assigned to the group with

the next highest group rank.
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To simplify what we mean by clustering process, and to be methodically accurate.

The term clustering applies not only to how we group random sets of objects located in

constrained space as shown in Fig. 20 (based on their proximity for example).

Group 1
…

Figure 20: Grouping MTDs based on their covariance

But also to higher levels of correlation in certain metrics. Hence, clustering in our study

could mean two things, either how we initialize the location of MTDs based on PCP models

as mentioned above. The other definition would be how to cluster MTDs for transmission.

For example, suppose we have a group of MTDs that want to transmit on s sub-channel of

CPD-NOMA, the MTDs then will be clustered in groups that show the least correlation in their

CSI. Henceforth, the MTDs with the least similar CSI estimates will be clustered together,

which will usually translate to different geographical positions. As demonstrated in [98], for

MTDs’ positioning, the CSI signature should be both generally consistent in the same area

and differentiable at various locations.
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4.2 Quality of Service Constraints

We start by defining pm,s as the mth MTDs’ transmit power over the sth sub-channel,

and αm,c,u,b as the binary variable used to allocate the mth MTD to the uth rank of group

c. If there is scheduled, αm,c,u,b = 1, and zero otherwise. As a result, the MTDs’ achievable

data rate R, The aggregate rate over the designated sub-channels for PD-NOMA groups’

overall SBSs are shown in Eq.29. Consequently, with the assumption of no interference in

OFDMA groups due to the nature of the access technique, which is robust against co-channel

interference. The aggregate rate of all OFDMA groups for all SBSs is shown below in Eq.

30

RPD-NOMA =
∑
b∈B

Rb =
∑
c∈

CPD-NOMA

∑
u∈U

αm,c,u,b

∑
s∈S

γs,c,bW1 log2

(
1 +

|hm,s|2pm,s

N0W1 +
∑umax

h=u+1 α
c,h
d h5

d,sp
s
d

) (29)

ROFDMA =
∑
b∈B

Rb =
∑

c∈COFDMA

αm,c,b

∑
s∈S

γs,c,bW2 log2

(
1 +

|hm,s|2pm,s

N0W2

) (30)

where hm,s is the channel gain on sub-channel s between the mth MTDs and the SBS and N0

is the noise power spectral density. The mth MTD experiences interference only from other

higher-ranked MTDs in the same group using the sub-channel.

To ensure that we have a higher data rate thanRth
m ’s minimum data rate, the following

constraint is required

Rb
m ⩾ Rth

m , ∀m ∈ M & ∀b ∈ B. (31)

Furthermore, to discern between the minimum required data rates for devices accessing the
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4.3 Optimization Problem Formulation

medium either using PD-NOMA or OFDMA, the following constraints are considered to

make sure the QoS requirements of either are met.

Rm
PD-NOMA ⩾ RPD-NOMAth

m , ∀m ∈ M,

ROFDMA
m ⩾ ROFDMAth

m , ∀m ∈ M,

(32)

The mth MTDs’ overall transmit power is limited by its maximum power budget Rth
m , i.e.,

pm,s ⩽ Pmax
m , ∀m ∈ M. (33)

4.3 Optimization Problem Formulation

The clustering-based OP for NB-IoT is described in this section as a sum rate maximiza-

tion problem of MTDs. In addition to the QoS requirements in Eq. (31), and Eq. (33), we

should impose additional limitations on the PD-NOMA clustering process. Each MTD, in

particular, should be assigned to only one group with a single rank, i.e.,

∑
c∈C

∑
u∈U

αm,c,u,b = 1, ∀m ∈ M, (34)

Because the purpose of PD-NOMA is to share spectral resources among multiple MTDs, the

PD-NOMA grouping enforces the presence of more than one MTD in each group, i.e., the

same applies to OFDMA groups as we consider inter-cell interference, but in this equation,

we chose to disregard inter-cell interference

∑
m∈M

∑
u∈U

αm,c,u,b⩾ 2, ∀c ∈ CPD-NOMA. (35)

∑
m∈M

∑
u∈U

αm,c,u,b⩾ 2, ∀c ∈ COFDMA. (36)

and we guarantee the priority of rank assignment in each group by starting with the lowest
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4.3 Optimization Problem Formulation

rank in each group (u = 1), i.e.,

αm,c,u,b ⩽ αm,c,u−1, ∀m ∈ M, ∀c ∈ C, 2 ⩽ u ⩽ umax, (37)

Finally, the sumrate maximization of MTDs transceiving over OFDMA and PD-

NOMA channels can be formulated as joint scheduling and sub-channel allocation multi-

objective OP below

maximize
pm,s, αm,c,u,b, γs,c,b

(RN ,RO) (38a)

subject to

Rm ⩾ Rth
m , ∀m ∈ M, (38b)

RPD-NOMA
m ⩾ RPD-NOMAth

m , ∀m ∈ M, (38c)

ROFDMA
m ⩾ ROFDMAth

m , ∀m ∈ M, (38d)

pm,s⩽ Pmax
m , ∀m ∈ M, (38e)

pm,s> 0, ∀m ∈ M, ∀s ∈ S, (38f)

αm,c,u,b⩽ αm,c,u−1, ∀m ∈ M, ∀c ∈ C, 2 ⩽ u ⩽ umax, (38g)∑
c∈C

∑
u∈U

αm,c,u,b = 1, ∀m ∈ M, (38h)

∑
m∈M

∑
u∈U

αm,c,u,b ⩾ 2, ∀c ∈ CPD-NOMA, (38i)

∑
m∈M

∑
u∈U

αm,c,u,b ⩾ 2, ∀c ∈ COFDMA, (38j)

∑
s∈S

∑
c∈C

γs,c,bWs,c,b ⩽ WRB, ∀c ∈ C, ∀s ∈ S, (38k)

γs,c,b ∈ {0, 1} , ∀c ∈ C, ∀s ∈ S, (38l)

αm,c,u,b∈ {0, 1} , ∀m ∈ M, ∀c ∈ C, ∀u ∈ U (38m)

where the constraints are considered as follows, (38b) requires MTDs to have data rates
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4.3 Optimization Problem Formulation

greater than a data rate threshold requirement. (38c) requires MTDs using PD-NOMA to

have a data rate greater than the minimum threshold PD-NOMA data rate. The same

applies for (38d) which instead specifies a minimum data rate requirement for MTDs using

OFDMA for transmissions.

Themth MTDs total transmit power is restricted to the max power allocation by (38e),

Pmax
m available. (38f) restricts MTDs transmit powers to positive values. (38g) suggest that

MTDs can be assigned to the uth rank of the cth group if all lower ranks have been assigned

to other MTDs. (38h) is designed to guarantee that each device (MTD) is allocated to just

one group and one rank within that group. (38i) and (38j) are to ensure that there is more

than one member in each PD-NOMA and OFDMA group. (38k) ensures that the total

bandwidth allotted to all PCP groups does not exceed one RB (the bandwidth of one RB in

NB-IoT is 180 kHz). (38l) and (38m) verify that the variables γs,c,b, αm,c,u,b, and are only

permitted to have binary values.

4.3.1 NP-Hardness of OP(38)

The general Eq. (38) is an NP-Hard Problem. The OP(38) scheduling part is identical

to the Makespan job shop scheduling problem where we want to execute n jobs (data trans-

mission αm,c,u,b) by i identical (Sc
b ) (sub-channels), which is by definition a combinatorial

NP-Hard problem [99].

Similarly, the resource allocation part is analogous to a Multi-Choice Multiple Knapsack

Problem (MCMKP), as we are attempting to fit M items into Sb
c knapsacks (sub-channels),

which is also an NP-Hard problem.

4.3.2 Solution to OP(38)

WLOG, we relax the power constraints for both PD-NOMA and OFDMA MTDs. We

assume the MTDs transmit using a predetermined powers ps,m = Pmax
s,m − um,c,b

P step
s,m

, thus the

power-related constraints can be relaxed. In order to simplify the problem further, we apply
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4.3 Optimization Problem Formulation

linear scalarization, which is a priori method, where solving the single-objective OP formed

from a multi-objective problem means that the optimal solutions of the single OP are Pareto

optimal solutions to the multi-objective OP, the Pareto optimality could be attained by

adjusting the weight of scalarization ωN [100]. Finally, we propose a heuristic solution in

the form of a Distributed alternating Convex Optimization Problem (DACOP) with two

secondary optimization problems. Where the goal for the the first SOP39 is to maximize R

subject to scheduling constraints of αm,c,u,b, which will feed its optimal scheduling to SOP40

whose goal is to maximizeR subject to sub-channel γm,s,u,b allocation constraints. We denote

the resource distribution with ωN , Therefore, SOP1 is formulated as follows:

maximize
αm,c,u,b

k∑
i=1

(ωNi
RNi

+ (1− ωNi
)ROi

) (39a)

subject to 38b− 38d, 38g − 38j, 38m, (39b)

ωN ∈ (0, 1],∀ωN ∈ Ω, (39c)

(39c) bounds the weight of allocated resources of RPD-NOMA over ROFDMA and vice versa,

ωN , therefore, is between 0 and 1. Respectively, SOP2 is formulated as follows,

maximize
γs,c,b

k∑
i=1

(ωNi
RNi

+ (1− ωNi
)ROi

) (40a)

subject to
∑
s∈S

γs,c,b= 1, ∀c ∈ C, (40b)

38k, 38l, (40c)

ωN ∈ (0, 1],∀ωN ∈ Ω, (40d)

where each sub-channel cannot be assigned to more than one group, according to (40b). The

formulated OP1 is an NP-Hard non-convex mixed integer non-linear program (MINLP),

which is combinatorial in nature, accordingly, the heuristic solution (DACOP) proposed

above can be used to solve OP(38). DACOP is first initialized by feeding the scheduling
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4.3 Optimization Problem Formulation

OP with a randomized resource allocation γs,c,p matrix, and then it optimizes for the best

scheduling of all connected MTDs which is fed to the sub-channel allocation OP and so

on until it converges to the most optimal scheduling and resource allocation matrices. The

convergence of the DACOP is achieved on average in three alternating cycles.
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Chapter 5

Simulation Results and Discussion

In this section, we present our simulation results the results accuracy is validated using

Monte Carlo simulations with up 103 iterations for each scenario with 5 × 104 different

scenarios. Henceforth, we will discuss which hyper-parameters of the simulation had the

most consequential impact on the sumrate maximization. To construct the Pareto dominance

rank plot, the main parameter to tune is ωN (which represents, in our case, the resource

allocations given to MTDs using OFDMA or PD-NOMA). The effect of changing ωN results

Table 1: Simulation Hyper-parameters

Definition Value

Parent points density { λpu : 10 ⩽ λpu ⩽ 200}
The cluster radius of Parent point process { rc: 1000 m⩾ rc ⩾ 200 m}
Daughter points density { Du : 100/km2 ⩽ Du ⩽ 20000/km2}
Path Loss Model (Macro-cell propagation model) L = 128.1 + 37.6 log10(d), d in km

Transmit power step P step
s,m = 10000

The maximum power threshold of the mth MTD Pmax
m = 0.1 mW

The bandwidth of a single sub-channel in one PRB W = 15 kHz
The MTD antenna gain of the mth MTD over the sth sub-channel {Gs,m: 0 dB ⩽ Gs,m ⩽ 10 dB}
The noise figure of the mth MTD over the sth sub-channel NFm,s = 9 dB
Sample size (per experiment step) 10 ⩽ n ⩽ 1000

in a Pareto frontier for each scenario, from which we can draw the following conclusions.

The maximum achievable sumrate (where PD-NOMA MTDs are given the same resources

as OFDMA MTDs) occurs at ωN = 0.5, as shown in Fig. 21 (100 MTDs/group). In the same

figure, the total sumrate of both PD-NOMA and OFDMA curves is shown, which clearly

translates the effect of varying ωN over the total sumrate of all devices in that particular

scenario. Furthermore, using a Monte Carlo method, we arrive empirically at the conclusion

that ωN = 0.566. Therefore, PD-NOMA MTDs’ sumrate will cross with the OFDM’s at a

much higher ωN as we increase the group size.

Subsequently, we can observe in PD-NOMA vs. OFDMA Pareto dominance rank

plots as shown in Fig. 24 we can see that as we reduce the interference level, we achieve a

much larger capacity region. The above conclusion remains consistent even with different-

sized groups. Similarly, Fig. 23, showcases that as we decrease the cluster radius (from 1000
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Figure 21: sumrate performance for variable ωN (PD-NOMA & OFDMA sumrate vs Total
sumrate)

m to 200 m), as illustrated in Fig. 22, we achieve a much higher sumrate for both PD-NOMA

and OFDMA.

Cluster Radius n Cluster Radius 2n

Figure 22: Varying cluster Radius

The above-mentioned observation is enriched as we look at the capacity region plots of
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Figure 23: Relaxed MIP Pareto dominance rank plot (Normalized cluster radius effect on
total sumrate)

PD-NOMA vs. OFDMA, where we can observe a clear trend toward reducing the generated

MTDs’ cluster radius. This result is due to how the algorithm is designed. The way it

works, as we increase the cluster radius, MTDs are still going to be generated in a limited

scaled space, meaning that their channel correlation will get higher as we increase the cluster

radius, and even if we decide to pick the users with the least correlation in the same group,

we will observe that this decision, which is one of the prime reasons for improving the

overall spectral efficiency of the MTDs in the same group, is minimal. We think this result

(slight improvement in sumrate) is important in determining where our logic should shift. We

believe that as we increase the cluster radius, we need to re-cluster MTDs again based on their

generated distributions. One easy way is to use the k-means clustering technique to regroup

users based on their new surroundings, not their generated positions. In Fig. 25, we can still

observe some of the drawn conclusions with the relaxed MIP. We can equivalently observe

that as we increase cluster radius, the maximum achievable sumrate decreases. Furthermore,

we can observe a great disparity in the number of scheduled MTDs between both access

techniques, This difference in the scheduled MTDs is due to the fact that, as we increase the

number of MTDs in a group the intra-group interference increases. Hence, most of the MTDs
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Figure 24: Relaxed MIP Pareto dominance rank plot (Normalized Intra-Interference effect
on total sumrate)

will be able to transmit but at a lower throughput, which doesn’t violate the constraint of

the maximum Throughput threshold. The previous finding is apparent in the OFDMA figure

since there is no intra-interference between members of the same group, their throughput is

only affected by the channel. Therefore, the sumrate is constant as we increase the group

size since we will only schedule the best possible out of all MTDs connected.
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Figure 25: MINLP radius effect on sumrate maximization
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5.1 Throughput Threshold Plots

5.1 Throughput Threshold Plots

In this subsection, we discuss the effect of changing the SBSs’ throughput threshold,

meaning the maximum allowable throughput for all connected MTDs for each multiple access

technique. We can deduce that as we increase the throughput capacity of OFDMA we will

linearly increase the number of scheduled MTDs using OFDMA as illustrated in Fig. 26(b).

While in Fig. 26(a), PD-NOMA-connected MTDs are unaffected by that increase in the

throughput threshold, due to the high levels of intra-group interference per group. As a

result, the scheduler will schedule all MTDs at higher throughput caps.

5.2 Scheduling Threshold Plots

In this subsection, we discuss the effect of changing the SBSs’ scheduling capacity mean-

ing there is no throughput threshold only the number of MTDs scheduled per TTI is limited.

Thus, we can draw similar conclusions to the results from the previous subsection but on

a different metric, which is the maximum achievable sumrate for both access techniques.

OFDMA achievable throughput rates are shown in Fig. 27 (b); as stated, we can observe

a linear growth of the sumrate of OFDMA-connected MTDs as the scheduling threshold

increases. Moreover, we can conclude from Fig. 27 (a) that as we increase the maximum

allowable scheduling threshold we can observe a stable sumrate for PD-NOMA connected

MTDs since these devices are transmitting with very low rates due to intra-group interfer-

ence. To emphasize the drawn conclusion above, in Fig. 27 (a), the best 500 MTDs have

a total sumrate of 5.91 Gbps, while if we schedule all MTDs we only achieve a 7.60 Gbps

on average, which is a mere improvement of 28.59 % as we allow for ten times more MTDs

to transmit to the SBS. We can say that, on average, 500 MTDs (which are the highest

ranks in their respective group) and 10% of all MTDs in the simulation achieve 77.76% of

the maximum achievable rate of the connected MTDs.
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Figure 26: Number of scheduled MTDs with different throughput thresholds
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Chapter 6

Conclusions

6.1 Summary and Conclusion

This work presents our perspective on how backward compatibility could look in the

near future. With the explosive demand for radio resources, especially with the stochastic

demand from billions of machine-type devices, this accelerating burden could damage the

current infrastructure with more dropouts and worsening QoS conditions. However, the

standardization process is slow and the adoption of updated standards is more gradual

than the growth of the number of users of all traffic types. Hence we are concerned with

providing a blueprint on which backward compatibility is an important factor to consider

when researching paradigms in this scope. We set up a simulation environment where MTDs

are clustered following the Matérn cluster process, and then we group them based on their

channel covariance. The grouping is designed to select m-MTDs per group for n-groups in

b-SBSs, and then each group or number of groups is allocated a subcarrier, wherein each TTI

we work under overloading conditions for all our experiments. We then formulated a joint

scheduling and resource allocation optimization problem for the above-case scenario, which

proved to be NP-Hard. Hence, we propose a heuristic solution to a relaxed OP and we solve

our formulated optimization problems with Gurobi. We conclude that hyper-parameters like

intra-group interference, varying cluster radius, and SBS maximum allowable throughput

and scheduling capacity; have a tangible impact on the maximum achievable sumrate and/or

scheduling capacity.

6.2 Recommendations and Future Work

• We explored the possibility of generalizing the Matérn cluster process to R3 as shown in

Fig. 18, which could be a robust tool to enhance the simulation of telecommunication

networks without the need to generate UEs by using, for example, a licensed software.
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6.2 Recommendations and Future Work

Henceforth, moving to 3D may introduce an order of magnitude of complexities on

many levels of the problem (e.g., our scenario), which we believe is a ripe area for

research.

• In our scenario, the scheduling and resource allocation is executed once every TTI and

per RE, most of the deployed practical systems are still operating at SF level of schedul-

ing and allocation, in an extension to this work we will focus on SF resource scheduling

and allocation to perhaps give a more insightful results relative to the industry’s re-

quirements. This move to a higher level of resource scheduling and allocation will

enable a less complex (processing complexity) scheduler and allows for the integration

of practical 5G/4G communication system functionalities and processes.

• Mobility of the devices is perhaps one of the most important paradigms as many MTDs

are mobile in nature and models like (Constant Acceleration, Gauss Markov, Random

Walk 2D, and Random Waypoint) are commonly used models to simulate mobility in

a telecommunication network. There is also the possibility of extending our work on

PPP by adopting the method of spatial-temporal point processes.

• A promising extension to this work is by using DRL (e.g., actor-critic and policy-

based methods) to solve the non-relaxed problem. We hypothesize that DRL will be a

primary solving tool for current and next-gen telecommunication networks’ paradigms.
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