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Abstract

Towards the end of the past decade, mobile communication has gained a significant commercial
popularity. The number of mobile subscribers is expected to continue to increase. In addition to
traditional voice communications services, mobile carriers will also be providing data
communications services. Data rates in data communications services will also be increased to
match the Quality of Service (QoS) requirements of different applications. In third Generation
(3G) cellular systems, user data rates can be up to 2 Mbps. Although high data rates are achieved,
fundamental capacity limitation of cellular networks still exists. Call requests are frequently
blocked in hotspot areas, such as city centers and places of sport events. Load balancing in a
cellular network helps to solve this problem by shifting the load from a hotspot cell to less loaded
cells. Several load balancing schemes such as channel borrowing, coverage negotiation, and
traffic relaying through limited mobility relaying stations, were proposed to solve this problem.
However, these schemes are designed based on conventional mainstream cellular systems in
which FDMA or TDMA technology is used. They are not flexible enough, or even practical, for
3G systems in which W-CDMA technology is used. While routing, and medium access schemes
can greatly affect load balancing, these functions are isolated. Furthermore, most relaying

schemes are based on contention-based medium access techniques in which radio resources are



not fully utilized. Likewise, the existing routing protocols do not fully utilize the useful

characteristics of CDMA cellular systems.

In this thesis, we propose a novel load balancing and relaying framework for 3G TDD W-CDMA
cellular systems. This framework consists of a load balancing scheme called ALBA, a routing
scheme called ACAR and a slot assignment scheme called E-DSSA. This framework is not only
suitable for existing 3G CDMA cellular systems, but can also be applied to conventional 2G
CDMA systems. Simulation results show that this framework reduces the call blocking ratios of

hotspot areas, balances load among cells and increases system throughput.

Keywords: 3G Cellular Networks, TDD, W-CDMA, Load Balancing, Relaying, Routing, Slot

Assignment, Mobile Ad hoc Networks, Multi-hop Cellular Networks.
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Chapter 1

Introduction

Mobile communications has become affordable and popular since the past decade. In 2001, there
were approximately 630 million cellular and Personal Communication Service (PCS) subscribers.
The number of users continues to increase and is expected to reach 3 billion in 2006 [31], which

would be about 30% of the world population at that time.

Wireless communications has gone through three generations. In the 1% Generation (1G), analog
frequency modulation techniques and Frequency Division Multiple Access (FDMA) air interface
technology with Frequency Division Duplex (FDD) were used. In the 2" Generation (2G), digital
modulation and Time Division Multiple Access (TDMA) with FDD and narrowband Code
Division Multiple Access (CDMA) with FDD techniques were used [31]. 2G systems also
provided and still do provide, limited Internet browsing and Short Messaging Service (SMS).
Examples of 2G standards includes Global System Mobile (GSM), 1S-136, PDC, and 1S-95. In
3G systems, Wideband CD-MA (W-CDMA) technology is used. W-CDMA is a 3G wireless
communication standard which is based on CDMA technology. This standard uses a wider
frequency band compared to that of 2G CDMA cellular systems to achieve a higher data rate,

which can be up to 2Mbps. This technology also allows mobile terminals to communicate with



base station (BS) using the same frequency band simultaneously. Moreover, each terminal can
have several connections at the same time. These connections are distinguished from each other
by using different orthogonal spreading codes [21]. Examples of 3G systems are Universal

Mobile Telecommunication Systems (UMTS) [14, 15] and cdma2000 [31].

Conventional or mainstream cellular systems are based on FDMA or TDMA which are
bandwidthlimited [31] which means that the system capacity depends on the number of frequency
bands available. 3G systems, on the contrary, use the interferencelimited CDMA technology [31]
which means that the cell capacity depends on the degree of interference. In CDMA, one
frequency can be reused for all cells in the system. In other words, all mobile terminals can use
the same frequency to communicate with their corresponding base stations (BSs). Although the
spectrum) is efficiently utilized, interference becomes a major issue that affects the quality of
transmission and reception. When transmission power increases, interference increases and thus
the transmission quality decreases. If the transmission quality, i.e. bit error ratio, of a call is below
a predefined threshold, the call is dropped. This issue limits the number of users that can be

served. It also raises the cell breathing effect and the near-far problem.

The cell breathing effect [31] describes the dependency between capacity and coverage. When the
coverage of a cell increases, the capacity of the cell decreases, and vice versa. To increase the
capacity of a cell without sacrificing the cell’s coverage, an ad hoc multi-hop relaying protocol,
called Opportunity-Driven Multiple Access (ODMA), was proposed in [9]. The idea of this
protocol is to break a long path from the source mobile node to the BS into several small paths
using intermediate mobile nodes such that the transmission distances are reduced [38]. Traffic is
relayed from the source node to the BS by multi-hopping through the intermediate nodes. As the
transmission distance is reduced, transmission power reduces. Consequently, interference reduces

and cell capacity increases.



The near-far [31] problem occurs when two mobile terminals, one is far from the BS and the
other nearby, simultaneously send signals to the BS using the same power levels. As signals
attenuate when they travel through the air, signals from the closer terminal arrive at the BS
stronger than those of the terminal far away. This results in the BS unaware of or unable to
recognize the signal of the farther terminal. Power control schemes exist for handling this

problem [14].

1.1 Motivation

Although many problems and issues related to 3G wireless systems have been addressed, capacity
limitation, which is inherent in all cellular systems, still persists. In cellular networks, some cells
may be heavily loaded (hot) and some cells are slightly loaded (cool). Call requests in a hot cell
have a higher probability of being blocked. While calls are blocked in hot cells, radio resources in

cool cells are idle. Load balancing and relaying can solve this problem.

Load balancing in a network is the act of distributing the network load evenly across the

network such that the performance of the system is enhanced.

Examples of load balancing schemes in cellular networks are channel borrowing [5], coverage
negotiation [7], and traffic relaying using limited mobility ad hoc relay stations [6]. Channel
borrowing is to borrow channels, i.e., frequency bands, from neighboring cool cells to serve a call
request. This idea is more suitable for FDMA and TDMA systems rather than CDMA or W-
CDMA systems. This is due to the fact that CDMA only uses a single frequency band, with no
additional frequencies for borrowing. Coverage negotiation is also based on the bandwidth--
limited assumption. The idea of this approach is to reduce cell sizes of hot cells and increase the

cell size of neighboring cooler cells so that the area originally covered by the hot cell is covered



by the cooler cells. However, this approach assumes a constant cell capacity, which is not the case
in CDMA systems. Using ad hoc relay stations with limited mobility to relay traffic from a hot
cell to a neighboring cooler cell works for any cellular system, but it is still costly and may not be
flexible enough to deal with highly dynamic load situations in 3G systems. As many types of
services, technically translated to a wide range of data rates, are provided in 3G systems, demand
becomes quite unpredictable and hotspots may surface at any time and anywhere. In other words,
the load status of a cell becomes dependent not only on the number of users within, but also on
the types of services they request. Recently, another method to solve the capacity limitation
problem has been proposed, namely the multi-hop cellular concept. The idea is to increase the
separation among cells by shrinking cell size or removing adjacent BSs. This helps to avoid co-
channel interference [31]. Thus, more frequencies can be reused. In other words, the capacity of a
cell increases. The traffic from the mobile node in the non-covered region can be relayed to the
BS through other mobile terminal. This concept can also be applied in 3G systems although the
capacity increase is due to the cell breathing effects instead of avoiding co-channel interference.
As a cell size decreases, more users or higher data rates are allowed. Although the multi-hop
cellular concept helps to increases the capacity of a cell, the accessibility of mobile nodes to BSs
is reduced and the instability of connections increases. In addition, issues such as under-

utilization of cool cells and traffic congestion in hot cells have not been addressed.

From the above, it can be seen that existing load balancing and relaying schemes are neither
practical nor flexible enough for 3G systems, and that there remains a need for a new load

balancing relaying paradigm.



1.2 Thesis Objectives
The objective of this thesis is to design a load balancing relaying framework for 3G TDD

Wideband CDMA cellular systems. Specifically, this research work aims to:

1. design a load balancing algorithm for balancing the load of multi-hop cellular systems.

2. design a routing scheme specific for CDMA multi-hop cellular systems.

3. improve existing slot assignment scheme for TDD W-CDMA multi-hop cellular systems.
4. release congestion of heavily loaded (hotspot) cells for reducing call blocking probability.
5. balance load among cells for better resource utilization.

6. increase throughput of the whole system.

As we mentioned earlier, most load balancing schemes do not fit well in 3G cellular systems.
Multi-hop relaying or multi-hop cellular strategy seems to be a promising solution. However, the
existing multi-hop cellular concept is based on short transmission ranges, which greatly reduces
the reachability of mobile terminals. In addition, a contention-based medium access protocol is
usually assumed for multi-hopping. This assumption further affects the utilization of resources
and induces more delay, adversely affecting the performance of load balancing. To obtain the best
load balancing relaying performance in 3G TDD W-CDMA multi-hop cellular systems, routing
and medium access schemes have to be taken into consideration. We propose a load balancing
relaying framework in which there are schemes for load balancing, routing and medium access.
The framework integrates all three components to achieve an effective load balancing
performance in 3G TDD W-CDMA cellular systems. The load balancing algorithm is suitable for
3G multi-hop cellular systems. The design of routing and modified slot assignment schemes
utilizes the cell breathing characteristic of CDMA systems. The objectives of this framework are
to release congestion, balance load among cells and increase system throughput. Releasing the

congestion of cells will reduce the call blocking probability. Balancing load among cells helps to



utilize the network resources so that fewer cells are under-utilized. In both venues, the system

throughput increases.

In this thesis, we focus on studying the effect of our framework on the uplink [23] connection to

the BS.

1.3 Thesis Organization

In the next chapter, we review some background information and related work on cellular
networks, Mobile Ad hoc Networks (MANETS), and multi-hop cellular networks. Related works
including medium access technologies, relaying schemes, routing protocols, and load balancing
schemes of these networks are described. In Chapter 3, a novel load balancing relaying
framework for 3G TDD W-CDMA cellular systems is introduced. This framework consists of a
load balancing scheme, a routing scheme and a slot assignment scheme. In Chapter 4, the
simulation model and performance metrics are explained along with the simulation parameters.
and the performance results. In Chapter 5, conclusions are made and potential future work is

discussed.



Chapter 2

Related work )

Before explaining the design of our load balancing relaying framework, it is important to
understand the characteristics of existing wireless systems, and the advantages and disadvantages
of different schemes for medium access, relaying, routing, and load balancing. In this chapter,
background information about wireless networks including cellular networks, Mobile Ad hoc
Networks (MANETSs) and multi-hop cellular networks is provided. Related work including

multiple (medium) access techniques, relaying schemes, routing protocols and load balancing

schemes of each of these networks are discussed.

2.1 Wireless Networks

Cellular networks, MANETS, and multi-hop cellular networks are all wireless networks. They
have similarities and differences in theirs system architectures, medium access control, relaying,
routing and load balancing. To facilitate the understanding of these areas, Table 1 summarizes the
similarities and differences among them. It can be seen from the table that MANETSs have no
architecture (infrastructure) or relaying scheme. This is because MANETSs do not rely on BSs or
any other form of centralized access coordination to relay to. PARCelS and ODMA are two
relaying schemes for cellular systems. Since relaying is actually a multi-hopping concept, they
should also be categorized as a relaying scheme in multi-hop cellular networks. Detailed

discussions on these areas are provided in the remaining part of the chapter.



Cellular networks MANETSs Multi-hop cellular
networks
Systems Centralized Distributed Centralized +
distributed
Architecture Conventional, 3G - MCN, HWN
Flexibility Low High Medium
Limitation BS capacity, coverage MT resource BS capacity + MT

resource

Medium access

Contention-free
e.g. FDMA, TDMA, CDMA

Contention
e.g. IEEE 802.11MAC

Contention and/or
Contention-free

Methods: Relaying,
Channel borrowing,
Flexible users,
Coverage negotiation

Methods: Load-aware
routing, multi-path
routing, route de-
coupling

Relaying iCAR, PARCeLS, ODMA. - A-Cell, PARCeLS,
Device: ARS, MT ODMA
Device: MT
Routing Hierarchical and flat MANET routing BCR + MANET
routing routing
Load balancing | Aim: release BS Aim: release MT Aim: release BS + MT
congestion. congestion congestion.

Table 1.1: Summary of similarities and differences of three types of wireless networks

Cellular networks are centralized networks which consist of base stations (BSs) and mobile

terminals’ (MTs). These networks are also called Single-Hop Cellular Networks (SCN). In

conventional 1G, 2G, and 2.5G cellular networks, calls of MTs go through BSs, which are in turn

connected to Mobile Switching Center (MSC). The purpose of MSC is to pass the calls to the

Public Switching Telephone Networks (PSTN). Figure 2.1 shows the system architecture of a

conventional cellular network. In 3G cellular systems, a Radio Network Controller (RNC) [14] is

added for the purpose of radio resource management. It connects to a core network which is the

gateway to the Internet and PSTN. Figure 2.2 illustrates the system architecture of 3G cellular .

systems. A cellular network has no energy consumption concern because it is wired. BS

coordinates the MTs within its coverage for radio resource management. In addition, the presence

throughout this document.

The terms mobile stations, mobile terminals, mobile nodes, and nodes are used interchangeably




of RNC in 3G systems helps coordinate BSs. Topology information of the network and state
information of the nodes can be obtained through the BSs. This information can be very useful for
channel allocation, relaying, routing, and load balancing. Although cellular networks have these
advantages, they are challenged with a high infrastructure cost, and coverage and capacity

limitations.

MSC

Mobile terminal X

Figure 2.1: System architecture of conventional (1G, 2G, 2.5G) cellular systems

Core
Network [

A

Figure 2.2: System architecture of 3G cellular systems

Mobile terminal



A Mobile Ad Hoc Network (MANET) [24], sometimes also called a wireless multi-hop ad hoc
network, consists of a number of mobile nodes which communicate with each other over the
wireless air interface in a peer-to-peer fashion. Communications between source and destination
node is made through multi-hopping through other intermediate nodes. No existing network
infrastructures or central administrations are available or required. Figure 2.3 illustrates an
example of a MANET. Although node C is outside the transmission range of node A, node A can
communicate with node C through the intermediate node B. These networks are very flexible and
can be deployed anywhere and anytime. They also have no infrastructure cost. Military actions in
a battlefield and emergency rescue operations are two typical examples of their usages. However,
although MANETSs have these benefits, the resources of these networks such as battery and
bandwidth are limited. Frequent disconnections may occur due to mobility or battery depletion. If
no route exists, a source node cannot communicate with a desired destination node. Multi-
hopping also increases packet delay. Naturally, routing is a major issue in such networks. Routing

protocols for MANETS are discussed in Section 2.2.2.

Transmission Range

Figure 2.3: Mobile ad hoc networks

When the concept of MANET is incorporated with cellular systems, a multi-hop cellular network

is formed. Such networks exploit a smaller number of BSs or lower transmission powers. Thus,

10



infrastructure cost is reduced and more frequencies can be reused. The ad hoc relaying component
of these networks allows peer-to-peer communication, which further reduces the load of cells.
Overall system throughput is further increased. In addition, multi-hopping facilitates traffic
relaying, which increases the coverage and capacity of cells. It would be even more attractive
when this concept is applied in 3G cellular systems because the RNC in these systems can
coordinate BSs, which helps for load balancing among BSs. Multi-hop Cellular Networks (MCN)
[22] and Hybrid Wireless Networks (HWN) [4] are two types of multi-hop cellular networks.
MCN is designed for densely connected networks. The idea of MCN is to reduce the coverage of
BSs or the number of BSs. The former is called MCN-p and the latter is called MCN-b. Figure
2.4 and 2.5 respectively illustrate their topology. HWN is similar to MCN except that each mobile
node has two modes: a cellular mode and an ad hoc mode, used for sparse and dense topologies,
respectively. Although the multi-hop cellular concept has many advantages, the ad hoc relaying
component inherits the limitations of MANETs such as limited battery, limited bandwidth,
frequent disconnections, higher packet delay and routing overhead. MCN is also restricted to
densely connected networks. In sparsely connected networks, more nodes will become

unreachable.

Original cell size

Reduced cell size

Original system

Figure 2.4: The MCN-p architecture

11
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Original system has many base stations MCN-b has fewer base stations

Figure 2.5: The MCN-b architecture

2.2 Medium Access
Medium access techniques in wireless networks can be grouped into two main categories:

contention-free and contention-based.

2.2.1 Contention-Free Medium Access

Contention-free techniques provide a mobile terminal or a connection a dedicated channel in the
form of frequency, time slot or code. Examples of contention-free medium access technique are
Frequency Division Multiple Access (FDMA), Time Division Multiple Access (TDMA) and
Code Division Multiple Access (CDMA) [31]. These techniques can be further categorized as
bandwidth-limited and interference-limited technology. FDMA and TDMA are bandwidth-
limited technologies. In FDMA, different channels are assigned different frequencies. The
capacity of a cell depends on the number of channels that are available. TDMA is an overlaying
technology on FDMA. Each frequency is divided into several time slots. Each user can be

assigned one or more time slots. In this way, more users can be accommodated and higher data

12



rates can be achieved. Figure 2.6b shows one frequency divided into 4 time slots. CDMA is an
interference-limited technology that is based on code division. Each user or connection is
assigned a different and fully orthogonal code (sequence) [21] to avoid interference. All users can
send their signals simultaneously to the same destination on the same frequency if they are using
different codes. The signal of each connection can be recovered because of the orthogonality of
the codes, i.e., each signal can be completely distinguished. The load of a cell depends on the date
rates, energy per bit per noise power density (Ey/No) [14], and traffic activity. When a cell allows
more loading, a larger interference margin [14] is needed in the uplink. Thus, the coverage area
reduces This is the phenomenon called cell breathing [14, 31]. Figure 2.6c illustrates the CDMA
technique. When contention-free techniques are used, no channel conflict occurs, and radio
resources are highly utilized. However, this requires a centralized administration. Therefore, it is
best suited for cellular systems. In addition, FDMA or TDMA have no interference problems,
only low frequency reuse. CDMA maximizes frequency reuse but bandwidth may not be fully
utilized unless interference is fully handled. In 3G systems, CDMA technology with wide
frequency band is used. Wide frequency band allows high data rate. W-CDMA is one of the 3G

wireless standards.

In addition to these medium access techniques, there are two full duplex communication options:
Frequency Division Duplex (FDD) and Time Division Duplex (TDD) [15, 10]. A full duplex
communication allows simultaneous traffic in both directions. To achieve this, FDD requires two
frequencies while TDD requires at least two time slots. Figure 2.7 shows the operation of these
two duplex operations. In Figure 2.7a, frequencies f1 and f2 are respectively used for uplink and
downlink communications of node A, in Figure 2.7b, time slots s1 and s3 are used for uplink and
s2 and s4 are used for downlink direction. For CDMA multi-hop cellular systems, using TDD is
more preferred to FDD as it is difficult with the latter to synchronize the two frequencies for each

node. Further explanation can be found in [1].
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2.2.2 Contention-Based Medium Access

Contention-based techniques require mobile nodes to contend for the radio resource (medium).
The IEEE 802.11 Medium Access Control (MAC) protocol [21, 37] is an example of contention-
based medium access techniques. It has two modes of operation: Distributed Coordinate
Function (DCF) and Point Coordinated function (PCF). DCF is based on Carrier Sense Multiple
Access with Collision Avoidance (CSMA/CA). It uses physical channel sensing or virtual
sensing. When physical channel sensing is used, a mobile node actually senses the medium. If
the medium is idle, it sends packets; otherwise, the node defers transmission until the medium is
idle. If a signal collision occurs, the node backs off for a period of time and tries again later. In
virtual sensing, Request-To-Send (RTS), Clear-To-Send (CTS), and Acknowledge (ACK)
signals, in addition to an ACK timer, are all used for coordinating the data transmissions. PCEF is
built on top of DCF with a coordinator is added. The coordinator polls the mobiles to see if they
have data to send. PCF provides a contention-free period for the mobiles to assure their access.
The advantage of contention-based techniques is that they require no central administration. They
are suitable for distributed networks such as MANETs. However, this involves high overhead for

coordination of mobile nodes and signal collision resolution.

2.2.3 Medium Access in Multi-hop Cellular Network

For multi-hop cellular networks, as they are a combination of cellular and MANET concepts, the
medium access technique can be either contention-free, contention-based or a hybrid. Using
contention-based medium access techniques for both cellular and ad hoc communications reduces
the complexity of mobile devices and avoids the need for complex channel allocation schemes.
MCN [21] is an example of such. It uses the IEEE 802.11 MAC for both cellular and ad hoc
communications. Using a hybrid of medium access techniques is also a common strategy. Since
both techniques are well-established and widely used, mobile devices can be easily modified to

have both medium access abilities. The ad hoc interface also allows communications with other
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wireless systems such as WiFi and Bluetooth. Although there are several advantages of using a
contention-based or a hybrid protocol, the presence of the former introduces contention, co-
channel interference, and resource competition between cellular and non-cellular users. Sharing
medium with other non-cellular users may intensify security issues. Furthermore, the

infrastructure of the cellular network would not be fully utilized.

With a proper channel allocation scheme, using one contention-free medium access technique for
both cellular and ad hoc communication is a better choice. This idea is realized by using the
Delay Sensitive Slot Assignment (DSSA) [1] scheme in the A-Cell [35] relay architecture. The
idea of the scheme is to allocate a time slot code pair to the source and relaying nodes for both
cellular and ad hoc communications, such that the overall end to end delay of a packet is
minimized. Directional antennas are used to increase spatial reuse. DSSA consists of two phases:
an Elimination Phase and a Selection Phase. In the Elimination Phase, conflicting channels are
eliminated to ensure that no neighbors of next hop nodes are transmitting on these channels and
no neighbors of current node are receiving on these channels. In the Selection Phase, channels are
selected such that the delay is reduced. Figure 2.8 illustrates DSSA with directional antennas.
Node A can be assigned any channel except (slot 3, code 1) since node b and a are respectively
transmitting and receiving on this channel. A channel with slot 3 and a code other than code 1 is
preferred to minimize the slot waiting time. Thus, the packet delay is minimized. For example,
(slot 3, code 2) is a good candidate channel. Simulation results show that DSSA increases

throughput and decreases delay [1].
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Figure 2.8: DSSA with directional antenna

Although the results show that DSSA has a good performance in terms of delay and throughput, a
crucial condition has not been clearly specified. The condition is to restrict the current node from
assigning the same channel as the channel that the successive node is transmitting on. Without
this condition, sending and receiving signals collide at the current node. Figure 2.9 illustrate this
consecutive channel conflict situation. Assume that A and B have already been assigned channels
(slot 3, code 1) and (slot 4, code 2), respectively, for the route (A-B-C). A channel (slot 3, code 1)
is proposed for node B for the route D-B-C. According to DSSA, if no neighbors of the next hop
node (node C) are transmitting on this channel and no neighbors of the current node (node B) are
receiving on this channel, (slot 3, code 1) can be assigned to node B. Since C and B have no
neighbors, conditions are satisfied and (slot 3, code 1) will be assigned to node B. While node B
continues to receive on (slot 3, code 1), node B starts transmitting on (slot 3, code 1). That is,
node B itself has to receive and transmit on the same channel. If the hardware of the mobile is
allowed to receive and transmit signal at the same time, signal collision occurs. If the mobile is

not allowed to transmit and receive at the same time, then packets cannot be relayed.
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Figure 2.9: Situation of consecutive channel conflict

Contention-free medium access protocols have no signal collision, back-off requirement, co-
channel interference, hidden terminal, or exposed terminal problems. Bandwidth is hence better
utilized. However, these techniques require centralized control. Therefore, they are suitable for
cellular systems, but not for MANETs which have no infrastructure or centralized control.
MANETS usually are assumed to use IEEE 802.11 MAC protocol. In multi-hop cellular systems,
since it has infrastructure, contention-free medium access protocol is preferred for better
bandwidth utilization. This can also avoid co-channel interference, hidden terminal, and exposed
terminal problems. Multi-hop cellular networks contain both centralized and distributed
component. If the centralized component can help administrate the distributed component,
contention-free protocols are preferred. In conclusion, contention-free medium access techniques
with slot assignment [34, 36] scheme should be the direction for 3G or future generation multi-

hop cellular networks.

2.3 Relaying
Relaying [11] is different from routing in wireless networks. Instead of finding paths, it is
concerned with how to relay traffic from one cell to another cell or from a non-covered area to a

cell. To facilitate relaying, any MANET routing protocol can be assumed. Table 1.1 in section 2.1
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reveals some ideas about this. In the table, there is no relaying scheme for MANETSs because
these networks have no BSs. Some relaying schemes in cellular networks in which mobile
terminals are used for relaying should also be considered as relaying schemes in multi-hop
cellular networks because relaying is made through multi-hopping. ODMA [9,13] and PARCelS

[43] show examples of how this can be achieved.

Since cellular networks are capacity limited, relaying in these networks is very useful for
releasing traffic congestion in congested (hot) cells and balancing load among cells. This helps to
reduce call blocking probability and increasing system throughput. Relaying can be made through
ad hoc relaying stations or mobile terminals. Some existing relaying schemes or architectures are

iCAR [6,42], PARCelS [43], ODMA [9], and A-Cell [35]. Brief descriptions of these follow.

Integrated Cellular and Ad Hoc Relay (iCAR) is an ad hoc relaying load balancing scheme using
low cost limited mobility Ad hoc Relay Stations (ARS) to relay traffic and achieve load
balancing. The idea is to place a number of low cost ARSs in hotspot areas to relay excessive
traffic from congested (hot) cells to their neighboring medium hot or cool cells. Traffic is further
relayed to outer cooler cells so that congestion of the hot cells is released, call blocking
probability of these cells is reduced, and load is balanced among cells. Details of load balancing
algorithms will be discussed in section 2.4. An ARS has two air interfaces: Cellular (C) interface
and Relaying (R) interface. The C interface is used for ARS-to-mobile or ARS-to-BS
communications. The frequency band which is the licensed band remains unchanged. The R
interface is used for mobile-to-ARS and ARS-to-ARS communications. This interface uses
Industrial, Scientific, and Medical (ISM) bands [31] which are free. Licensed band and ISM are
different and would not cause interference. Routing is based on both hierarchical and flat routing
[6]. Medium Access is based on IEEE 802.11 WLAN MAC protocols. Figure 2.10 illustrates the

operation of iCAR. Traffic of mobile A is relayed to adjacent BS through ARSs.
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Figure 2.10: Relaying through Ad hoc Relay Stations

Pervasive Ad hoc Relaying for Cellular System (PARCelS) [43] is a network architecture that
uses mobile nodes for relaying, without the need for ARSs. Thus, no additional cost of
equipment, maintenance, or handling is required. When a BS is congested, mobile nodes search
routes to other cells which have more free channels. Mobile nodes compute the best relay route.
Desirable routes based on battery life, mobile speed and route length are sent to BS, which selects
the best mobile nodes based on the location and the status of the destination BS for load balancing

purpose. Figure 2.12 illustrates the traffic relaying through other MTs.

e - Mobile terminal

Figure 2.11: Relaying through other mobile terminals

Opportunity Driven Multiple Access (ODMA) [9] is a multi-hop relaying protocol for 3G cellular
system. It is specifically designed for 3G cellular systems. The idea of ODMA is to break down a
long single hop path into several small distance hops. Traffic is relayed through intermediate
mobile terminals and the route is computed based on minimum total path loss. ODMA also
reduces interference. Figure 2.12 show the operation of ODMA. Mobile nodes in low data rate

region can transmit at high data rates using ODMA multi-hop relaying. Although ODMA is a
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possible solution for increasing the capacities of 3G systems, the routing issue has not been

addressed in detail.
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Figure 2.12: Operation of ODMA

Recently, a new multi-hop relay architecture has been proposed, namely the Ad hoc-Cellular (A-
Cell) relay [35]. It is designed for TDD W-CDMA cellular systems. The idea of this architecture
is similar to ODMA except that it uses directive antennas [25, 26] and the Global Positioning
System (GPS). It also involves a contention-free medium access (channel allocation) model. On
the contrary, ODMA does not provide channel allocation. Figure 2.13 shows the A-Cell relay

architecture.
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o

Figure 2.13: A-Cell relay networks architecture
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The advantages of using ARSs are reliability and stability. Using ISM requires no extra licensing
cost. It would not cause interference with the cellular band or consume cellular capacity.
However, ARSs are still costly to implement. In addition, ARSs may not be effective in 3G
systems in which traffic load is highly dynamic. Traffic of a cell is no longer strictly proportional
to the number of users, but also to the types of services users request. Users may have several
connections simultaneously for different purposes such as video conferencing and music
streaming, consuming large amounts of cell capacity. The time and location of these users are
difficult to predict. Congestion may occur at anytime in anywhere. However, utilizing the ISM
band introduces co-channel interference. ARSs have to compete for the medium with other non-
cellular users. The advantage of PARCelS is that it avoids the additional cost for relaying stations.
It is also more flexible. However, it inherits all the disadvantage of MANETs. ODMA increases
both cell coverage and capacity. However, it is complex and does not specify how routing is to be
performed. A-Cell inherits the advantages of multi-hop cellular networks such as reduction in
power consumption, enhancement of coverage and capacity. In addition, the usage of directive
antennas and GPS reduces interference and increases spatial reuse. A-Cell also inherits the
benefits of contention-free medium access protocols. Altogether, A-Cell stands as a promising

solution for 3G and beyond wireless networks.

2.4 Routing

In the previous section, we described different relaying proposals. However, although relaying

has many advantages, its efficiency is diminished without a good routing protocol.
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In cellular networks, if relaying is made through limited mobility Ad hoc Relay Station (ARS),
hierarchical routing and flat routing should be sufficient. However, if the relaying is made

through mobile terminals, MANETS routing protocols may be required.

Routing is a major issue in MANETS because it directly affects the throughput and delay. There
are two types of routing protocols: table-driven and demand-driven [40]. In table-driven routing,
each mobile node maintains one or more routing tables to store routing information. The routing
information is periodically updated throughout the network. Thus, each mobile node has
consistent and up-to-date routing information of all nodes. However, periodical updates consume
network resources. Examples of table-driven routing protocols are Destination Sequenced
Distance Vector (DSDV) [29] routing, which is an extension of the distributed Bellman-Ford
routing algorithm. In demand-driven routing, no route discovery is initiated unless there is a need.
Periodic updates and event-triggered updates are partly or fully eliminated. Therefore, routing
overhead is greatly reduced. Examples of demand driven, or on-demand, routing protocols are
Dynamic Source Routing (DSR) [18] and Ad hoc On-Demand Distance Vector (AODV) [28].
On-demand routing protocol is preferred for MANET'S because routing overhead is reduced. DSR
has little overhead in route maintenance, but its latency of route discovery and overhead of source
route are high. AODV has a better route maintenance strategy. The initial latency of route
discovery is less, but it creates constant overhead even if there is no data transmission. In multi-
hop cellular networks, a MANET routing protocol such as DSR and AODV or a specific routing

protocol such as Base-Centric Routing (BCR) [16] can be used.

DSR uses source routing in which a complete route is in the header of a packet, i.e. routing tables
are not required. Figure 2.14 shows the operation of DSR where source node A broadcasts a
Route Request (RREQ) message that is flooded toward the destination D. Intermediate nodes add

their node address to the message. When a RREQ reaches the destination, a source route (A-B-C-

23



D) is obtained. Destination node then sends Route Reply (RREP) message with the source route
to the source. Source node can then send data packets with a complete route (path) in the header
of the packet. Intermediate nodes route the packet based on the source route in the packet header.
To improve the efficiency of route discovery, each node maintains a route cache to store the route
information it learns from relayed packets. If a route is broken, a Route Error (RERR) message is

sent to the source.

RREP packet with the
shortest source route
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™ A-B-C-D

A-E-F-G-D
RREQ packet with R /
node address added E B @ >
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Figure 2.14: Operations of DSR
AODV is a combination of DSR and Distance Sequence Distance Vector routing (DSDV). It is
similar to DSR except that it further employs hop-by-hop routing, sequence number (time stamp)
and periodic hello messages (beacons) that are used in DSDV. AODV establishes route table
entries at intermediate nodes dynamically. When a node initiates the route discovery process, it
broadcasts a Route Request (RREQ) message with a sequence number (time stamp) to its
neighbors. The message floods to the destination in a controlled manner. Each intermediate node
creates a reverse path. In this manner, route table entries are established at each intermediate
node. AODYV relies on the routing table entries to propagate the Route Reply (RREP) back to the
source. The source can then send packet to the destination. Node sends periodic Hello message to

its neighbors for route maintenance.
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Base-Centric Routing (BCR) [16] is a hybrid of table-driven and demand-driven protocols that is
designed for Multi-hop Cellular Networks (MCN) [21]. In BCR, the BS keeps track of the
network topology of its own cell by using table driven protocols. Each mobile terminal sends a
table (list) of its neighboring nodes to the BS. Path or route is computed based on the topology
information at the BS. If a mobile terminal needs a route, it sends route request to the BS. If a
mobile terminal is out of the transmission range of a cell or cannot get a route from the BS, the
mobile terminal discovers the route using AODV. Simulation results show that BCR has better
performance than traditional MANET routing protocols in MCN. However, although BCR is
more suitable for use in multi-hop cellular network, it can only be used in dense networks;
otherwise, many nodes that can originally reach the BS become unreachable. The reason is due to
the increased separation among BSs and the small transmission range. Figure 2.15 illustrates this
situation. Nodes A, B, D, and E become unreachable after the cellular network is changed to a
MCN. Although this problem cannot be solved in conventional multi-hop cellular network, it may
be solved in 3G multi-hop cellular systems because the cell size and transmission range in these
system are changeable. Another issue of BCR is that it chooses paths based on a small number of
hop counts. This raises fairness and energy efficiency issues. Nodes on the route which has
smaller hop count may always be chosen for relaying. They consume more energy and power
outage becomes more likely. In addition, BCR is designed for conventional cellular systems; it
does not acknowledge the characteristics of 3G cellular systems. In section 3, a new routing

protocol is designed to address these issues.
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2.5 Load balancing

Load balancing schemes in cellular networks, MANETS, and multi-hop cellular networks are
quite different because of the unique characteristics of the networks involved. Load balancing in
cellular networks basically attempts to share load among cells, i.e. BSs, to release congestion and
reduce call blocking probability. Since there are no intermediate nodes, balancing the load of
mobile terminals (MTs) is not necessary. The methods can be traffic relaying [6, 43], channel
borrowing [5], capacity sharing [7] or flexible users directing [41]. Load balancing in MANETS is
made through balancing the load among mobile terminals to release nodal congestion, increase
packet delivery ratio, increase throughput, and reduce delay. Since there is no BS, balancing load

among BSs is not necessary. The methods include load-aware routing [12], multi-path routing
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[30], and route de-coupling [33]. Load balancing in multi-hop cellular network involves
balancing the load among BSs or intermediate nodes or both. Balancing load among BS is more
important because it reduces the call blocking probability. Balancing load among intermediate
nodes helps avoiding congestion of the relaying route. In addition, load balancing in multi-hop
cellular networks should involve selecting a node or path for relaying traffic among cells.

Discussions of these load balancing schemes are made below.

2.5.1 Load Balancing in Cellular Networks

In cellular networks, load balancing by traffic relaying can be done through ARSs or MTs.
Examples of relaying schemes are iCAR, PARCelS, and ODMA. Details of these relaying
schemes have been described in previous section 2.2. Here, we will focus on the load balancing

component of these schemes.

Figure 2.16: Three-tier cell system

The analytical model of load balancing of iCAR is based on a 3-tier cell system, as shown in
Figure 2.16. Center cell A is a hot spot cell surrounded by medium hot cells (B cells). The outer C
cells are cool cells. ARSs are placed in the cells. Call blocking probability of cells in each tier is
computed using the traffic intensity, the number of channels, and the coverage of ARSs. A small

portion of traffic of cell A is relayed to cell Bs if the traffic intensity of cell A is greater than or
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equal to the traffic intensity of cell B. A small portion of traffic of cell B is relayed to cell Cs if
the traffic intensity of cell B is greater than or equal to the traffic intensity of cell C. The above

relaying steps continue until any one of the following condition are fulfilled.

1. Call blocking probability of all 3-tier cell are equal.

2. The total relayed traffic from cell A to cell B and from cell B to cell C is greater than or
equal to the total traffic intensity that can be relayed by ARSs

3. Call blocking probability of tier A cell is equal to call blocking probability of tier B cells and
total relayed traffic from tier B cells to tier C cells is greater than the traffic intensity that can

be relayed by the ARSs.

Several assumptions for this load balancing model were made. The traffic intensities of all tier B
cells are equal. The traffic intensities of all tier C cells are equal. Traffic is relayed from cell A
equally to neighboring B cells and from cell B equally to neighboring C cells. Traffic relaying
among same tier cells does not occur. Performance evaluation is based on these assumptions.
Obviously, these assumptions are too limited. Heterogeneous load environment has not been
addressed. Neighboring cells of a hot cell can be medium hot or cool cells. The model is also too
theoretical. Traffic intensity is based on call arrival rate and call holding time. Although this value
can be calculated based on the average value of measurements, selection of source nodes for
relaying cannot be easily made as the actual holding time of the nodes is not known. In 3G
systems, the situation becomes even worse because the call or connection holding time is difficult

to predict.

In PARCelS [43], when a BS is congested, mobile nodes search routes to other cells which have
more free channels. Mobile nodes compute the best relay route. Desirable routes based on battery

life, mobile speed and route length are sent to BS. BS selects the best mobile nodes based on the
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location and the status of the destination BS for load balancing purpose. A disadvantage in
PARCelS is that the searching for routes involves high routing overhead. In fact, the cellular

infrastructure is not fully utilized for route searching.

Channel borrowing [5] is another method to achieve load balancing. The idea is that hot cells
borrow a number of channels from their neighboring cooler cells based on a structured borrowing
mechanism. This mechanism requires that a hot cell can only borrow channels from its adjacent
outer ring cells. A hot cell should also borrow enough channels to serve itself and its adjacent hot
cells. Although this scheme works in conventional cellular networks, it does not apply to CDMA
networks in which there is only one frequency for the whole networks. In other words, there are

no additional channels (frequencies) that can be borrowed.

In [19], bandwidth migration and preemption was proposed to balance the load of multi-media
cellular networks. The idea is based on on-line bandwidth migration and reservation. Network
conditions are measured on-line (or in real-time) and preemption decisions of existing calls is
made. Cells are classified as Peak status cell (P-cell), Potential Peak cell (PP-cell), and Safe cell
(S-cell). A P-cell is a hot cell that needs to borrow bandwidth from other cells. A PP-cell has
reserved bandwidth such that it will not lend or borrow bandwidth from other cells. An S-cell is a
cool cell that can lend bandwidth to P-cells. Migration load is unified to reduce migration
overhead. The idea of call preemption is that calls with low values are preempted for high value
calls. The value of a call depends on the bandwidth requirements and priority of the call.
Although results show that throughput increases and that call dropping and blocking probabilities
decrease, this scheme is not suitable for CDMA systems because no additional bandwidth

(frequency) can be migrated or borrowed in CDMA systems.

In [7], a cooperative (coverage) negotiation approach was presented. The idea is to change the
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cell size (coverage) based on the loading situation of cells using a certain antenna technology.
The antenna pattern in a hot cell contracts to reduce the serving area while the antenna pattern in
cool cells expands to serve a larger area. As the serving area reduces, the number of users needed
to be served is also reduced. Thus, congestion is released and the call blocking probability is
lowered. Expanded neighboring cool cells serves the users which are originally served by the hot
cell. In other words, traffic of hot cell is shifted to these cooler cells. Load balancing among cells
is achieved. The decision of cell size is based on the cooperative negotiation between congested
cell and its neighboring cells. Figure 2.17 shows the operation of this approach. Hot cell A is
shrunk while neighboring cooler cell expands to cover the area that is originally covered by cell
A. Some users that are originally served by cell A are served by neighboring cool cells. In this
approach, the complexity of antenna increases. The proposal is based on the assumption that the
capacity of a cell remains unchanged when the size of the cell varies. However, this assumption is
not applicable in CDMA systems in which capacity of a cell decreases as coverage increases.
This approach is also not flexible enough to deal with the situation where adjacent cells of hot
cells are also congested while the outer-most cells are non-congested. In this case, the decision of
cell size and cell shape becomes very complex. In fact, this critical situation cannot be addressed
by this approach.

. Antenna pattern
% (coverage)
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Figure 2.17: Operation of cooperative negotiation approach
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In [41], directing flexible users in the overlapping regions of cells is proposed. These users have
the flexibility to communicate with any of the cells which covers this region. When one cell is
hot, new call arrivals in the overlapping region of the cell can be directed to one of the adjacent
cells. In this manner, the load of the hot cell will not increase. Current calls in the overlapping
region, which belongs to the hot cell, can also be shifted to connect to an adjacent cooler cell.
Figure 2.18 illustrates this scheme. User A and B must communicate with BS 1 and BS 2
respectively. User C in the overlapping region can communicate with BS 1 or BS 2. The scheme
is also too limited because it depends on the existence and size of the overlapping region. It also
depends on the number of active users, i.e. source nodes, in the region. If the overlapping region

does not exist or there is no user in the region, this scheme does not work.

Figure 2.18: Flexible user in an overlapping region

2.5.2 Load Balancing in MANETSs
Load balancing in MANETS is usually incorporated with the routing protocol. With a good load-
aware routing protocol, traffic can be evenly distributed among mobile nodes such that the load

can be balanced.

In [12], a load-aware routing protocol is proposed, namely Load-Balanced Ad hoc Routing
(LBAR). The idea is to add load awareness to existing MANET routing protocols. The load of a
MT is defined as a function of its activities and the activities of its neighboring nodes. The load

information of each node along all possible paths from a source to its destination is sent to the
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destination during the route discovery process. The destination selects the best cost path based on
the information received and sends this decision back to the source. The source then start sending
signals (packets) through the selected path. Figure 2.19 illustrates this situation. Although A-B-C-
D is shorter path for node A, the path A-B’-C’-D is chosen because the nodes on the path has less
traffic or activities. Simulation results show that LBAR outperforms existing MANET routing
protocols in packet delivery ratio and average end-to-end delay. Although this scheme is not
applicable to cellular networks because cellular network has no intermediate nodes, it may help

balance the load among relaying nodes in multi-hop cellular networks.
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Figure 2.19: Operation of load-aware routing

In [30], a multi-path load balancing concept is proposed. Conventional MANET routing
protocols, such as DSR or AODV, send packets through a single path. Using multi-path routing,
packets can be sent from source to destination through several different paths such that traffic is
distributed among nodes. This helps avoiding traffic concentration on a single route. Hence, load
among nodes is balanced. Figure 2.20 illustrates single path routing and multi-path routing. In
Figure 2.20a, packets of node A go though a single path (A-B-C-D). In Figure 2.20b, packets of

node A can go through two paths: (A-B-C-D) and (A-B’-C’-D).
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Figure 2.20: Illustration of a) single path routing and b) multi-path routing

Although multi-path routing protocols help reduce congestion, increase throughput and route
resilience compared to single-path routing in MANET, interference due to the effect of medium
contention increases. In [33], a network-aware MAC and routing protocol is proposed to address
this issue. The idea is to select maximally zone disjoint routes to minimize route coupling. Route
coupling occurs when two routes are close to each other such that they are contending for the
same medium and, hence, network performance deteriorates. This effect is even worse when
multi-path routing is used. In this protocol, each node keeps status information (active or inactive)
of neighboring nodes. Then, each node has topology and activities information for computing the
best next hop node. This scheme uses small, low cost and low power ESPAR directive antennas
[25, 26] to further reduce the interference. Figure 2.21 shows how directive antennas are used to

reduce route coupling.
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The load balancing protocols above are designed for MANETS; they are not applicable in cellular
networks. However, these protocols may be applicable in multi-hop cellular networks to balance
the load of relaying MTs. Directive antennas help decouple multi-path routes and reduces
interference. This idea is also applicable in CDMA multi-hop cellular systems: When interference
is reduced, capacity increases. In addition, directional antennas increase spatial (channel) reuse,

and reduce power consumption and interference.

2.5.3 Load Balancing in Multi-hop Cellular Networks

Very few load balancing schemes are specifically designed for multi-hop cellular networks.
PARCelS can be considered as a load balancing scheme in these networks because load is relayed
through MTs. Other load balancing schemes are designed for either single hop cellular networks
or MANETSs. The reason might be because the load balancing in multi-hop cellular networks
involves two components: load balancing among cells (cellular component) and load balancing
among MTs (MANET component). There are existing solutions for these two areas. It may be
convenient to take the solutions from each area and combine them together. However, without
coordination between these two components, the solution may not be applicable or effective. For

example, when a cellular load balancing component is activated, which source MT should be
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chosen for re-routing? Applying the MANET component cannot solve this problem because it is
only concerned with finding a route for a source MT. This should be added to the functionalities
of the cellular component. Existing cellular load balancing schemes seldom address this issue. In
3G cellular systems, since the traffic generated by a MT can be very large, the issue of choosing
MTs for relaying to achieve load balancing is non-trivial, and requires further involvement on the

part of the cellular component.

2.6 Summary

Cellular networks and mobile ad hoc networks (MANETS) are two distinctive wireless systems.
Cellular networks are centralized systems while MANETs are distributed and have no
infrastructure. Their medium (multiple) access techniques, relaying schemes, routing protocols,
and load balancing schemes are also different. In addition, within cellular systems, there are
different medium access techniques: FDMA, TDMA, and CDMA. FDMA and TDMA are
bandwidth-limited technologies and are mainstream techniques for conventional cellular systems.
CDMA is interference-limited technology in which the cell breathing effect is present. In 3G
wireless systems, Wideband CDMA (W-CDMA) technology is used which allows data rates up

to 2 Mbps. The wide range of user data rates makes it difficult to predict the load of a cell.

The main issue in cellular networks is traffic congestion of a cell which causes call blocking. The
main issue in MANETS is routing. A multi-hop cellular network is a combination of cellular
networks and MANETS. It inherits the merits, complexity, and issues of both networks. Although
the network is complex, it helps reduce the number of BSs, power consumption, interference, and
increasing system throughput. It also facilitates relaying and load balancing for releasing
congestion of a cell, and allows peer-to-peer communication within a cell for alleviating the load.
Examples of multi-hop cellular networks are MCN, HWN, and A-Cell. In 3G systems, W-CDMA

is used such that existing relaying schemes, routing schemes, load balancing schemes may not be
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effective or even applicable in this environment. Designing a load balancing relaying scheme for
these systems is needed. However, it is a non-trivial task. We have to consider the medium

access, relaying, routing, and load balancing issues in cellular networks and MANETS.

Contention-Free medium access techniques such as FDMA, TDMA, and CDMA, are better for
bandwidth utilization because medium contention and back-off are not required. The techniques
also avoid hidden and exposed terminal problems. However, these techniques require centralized
control. Therefore, they are suitable for cellular networks but not for MANETS. In multi-hop
cellular networks, MCN and HWN use the contention-based IEEE 802.11 MAC protocol for
simplicity. A-Cell employs TDD W-CDMA technology which requires a slot assignment scheme
such as DSSA. Simulation of DSSA show promising performance results in terms of delay and
throughput. Although this scheme has not clearly specified the condition of restricting the current
node from assigning the same channel as the channel that the successive node is transmitting on,
contention-free medium access techniques, e.g. TDD W-CDMA, with slot assignment scheme
should be the direction for the medium access technique in 3G or future generation multi-hop

cellular networks.

Relaying is different from routing. Relaying usually refers to the way to relay traffic from one cell
to another cell or from non covered nodes to a cell. Details of routing (or finding a route) are left
to routing protocols. Relaying helps to release cell congestion and, thus, reduce call blocking
probability. Relaying in cellular networks can be usually performed through ARSs or MTs. If
ISM band and IEEE 802.11 MAC protocol are used, the effectiveness of relaying scheme may be
affected because they introduce medium contention and co-channel interference. Security and
billing issues also exist. If MANETS routing protocols are assumed, the vulnerability of routes is
also introduced. In MANETS, relaying is not necessary because these networks have no BSs.

Routing is in fact a major issue in these networks because it affects the throughput and delay of
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the systems. On-demand routing protocols are preferred because routing overhead is reduced. In
multi-hop cellular networks, relaying is done through mobile terminals. PARCelS, ODMA, and
A-Cell relay are examples. PARCels involve routing while ODMA and A-Cell relay does not. In
PARCels, mobile terminals search for routes to the cells with more free channels. In ODMA, a
single route is broken into several smaller hops to reduce transmission power and interference. In
A-Cell relay architecture, directive antennas are used to further reduce interference, energy
consumption and increase spatial reuse. Although the relaying concept has many advantages,

without a good routing protocol, the efficiency of relaying is greatly affected.

There is no routing in cellular networks unless relaying schemes are used in these networks. In
multi-hop cellular networks, MANET routing protocols are usually assumed. However, they are
not efficient and do not fully utilize the infrastructure of the cellular systems. BCR is a routing
protocol specifically designed for MCN and is suitable for densely connected networks only. If
this protocol is applied in a sparsely connected network, more potential source nodes will not be
able to reach BS because there are not enough multi-hop routes. This protocol also does not
address fairness and energy issues. In addition, BCR is designed for conventional cellular system.
It does not fully utilize the characteristic of 3G cellular systems. A routing protocol for 3G multi-

hop cellular networks will be presented in section 3.

The roles of load balancing in cellular networks and MANETSs are different, although their
objectives are balancing load and releasing congestion. The objective of load balancing in cellular
networks is to share load among cells (BSs) to release congestion and reduce call blocking
probability in the networks. This can be made through traffic relaying, channel borrowing,
coverage negotiation, or flexible users directing. Most schemes are based on mainstream cellular
systems in which FDMA or TDMA are used. They may not apply or be flexible enough for 3G

systems in which W-CDMA technology is used. For example, iCAR is costly and is not flexible
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enough to deal with the highly dynamic load environment of 3G systems. Channel (frequency or
bandwidth) borrowing can not apply in 3G systems because there are no extra channels that can
be borrowed. The coverage negotiation approach assumes constant cell capacity which is not
applicable to CDMA systems. The idea of flexible users works but load migration is limited to the
overlapping region of cells. Load balancing in MANETS is a totally different concept, the
objective of which is to balance the load among MTs to release nodal congestion, increase
throughput, reduce delay, and reduce energy consumption. Fairness and QoS provisioning should
be considered. Call blocking probability is not a concern in these networks unless an admission
control mechanism is added. Methods include load-aware routing, multi-path routing of packets,

and route de-coupling routing.

In multi-hop cellular networks, few load balancing schemes have been developed. iCAR and
PARCelS may be considered as load balancing schemes in these networks. However, these
schemes are still in the context of conventional cellular systems. It may not be suitable for 3G

environments. A new load balancing paradigm is needed for 3G systems.

In the next chapter, we propose a load balancing and relaying framework specifically for 3G
wireless environments, where a load balancing scheme is designed for balancing load among BSs.
Load balancing' among relaying nodes is handled by a load-aware routing scheme. A slot
assignment scheme is also included. This framework is aimed at future generation wireless

networks [2, 8].
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Chapter 3

A-Cell Load Balancing Relaying (ALBAR) Framework

As we stated in the summary of Chapter 2, a new load balancing paradigm is required for 3G
wireless systems. We herein propose a new load balancing and relaying framework for 3G TDD
W-CDMA cellular systems. This framework consists of three components: a load balancing
scheme, a load-aware routing scheme, and a slot assignment scheme. This framework is designed
not only for balancing among base stations, but also for balancing the load among relaying nodes.
Since the main objective of load balancing in cellular networks is to balance the load among cells
to reduce the call blocking probability, we focus on investigating the effect of our framework on
load balancing among cells (or BSs). Investigating the effect of load balancing on relaying nodes

will be part of our future work.

3.1 Framework Overview

The A-Cell Load Balancing Relaying Framework (ALBAR) is a centralized dynamic load
balancing relaying framework for 3G TDD Wideband CDMA (W-CDMA) cellular systems in
which a 3G base station and the Radio Network Controller (RNC) are present. Location-aware
relaying is based on the Ad hoc Cellular (A-Cell) relay architecture [35]. Routing is based on the

characteristic of dynamic cell size (cell breathing effect [31]) in 3G cellular systems. The W-
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CDMA medium access technique is used. The slot assignment scheme is based on the idea of
Delay Sensitive Slot Assignment (DSSA), with a minor modification. GPS is used to provide the
location information of each node to facilitate routing. This reduces the routing overhead.
Directional antennas are used to reduce power consumption, interference, and more importantly

to increase spatial channel reuse.

The three main components of the framework are:
1. A-Cell Load Balancing (ALBA) Scheme.
2. A-Cell Adaptive Routing (ACAR) Scheme.

3.  Extend-Delay Sensitive Slot Assignment (E-DSSA) Scheme.

RNC

Traffic Load Condition Channeled Route(s)

ALBA >

A
Measurement

ACAR
y

y
E-DSSA

Figure 3.1: ALBAR Framework Architecture

All three components are located at the RNC as it has the topology and channel information of all
BSs and mobile nodes which are within the coverage of the BSs. Figure 3.1 shows the
architecture of the framework. ALBA monitors the load situation of the networks by measuring
the traffic load condition periodically. Whenever load deviation among cells in the networks is

greater than a predefined threshold, ALBA starts performing load balancing. ALBA selects
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Source Cells, Source Nodes and Target Cells for traffic load migration. Selection of the cells is
based on their load situations. Selection of the Source Nodes is based on their Migration Priority
(MP). Source Nodes with higher MP are selected to be migrated. Since load migration is not
possible unless valid routes are present, ALBA has to interact with ACAR to obtain valid routes.
In fact, ACAR first finds a route and then interacts with E-DSSA for finding channels for the
route. ALBA continues to select Source Nodes and cells for load migration until load deviation
among cells is less than the threshold or no further load migration can be done, i.e. all cells are
tried. RNC then sends signals to the corresponding BSs to update their channel information. The
BSs send signals to the corresponding Source Nodes and Relaying Nodes to update their channel
tables and routing tables. Detailed descriptions of each component with algorithms and examples

are given in the next section.

3.2 Description of the Framework

The three components of this framework are described below.

3.2.1 A-Cell Load Balancing (ALBA) Scheme

ALBA is a dynamic load balancing scheme for multi-hop ad hoc cellular system. It is located at
the RNC. The scheme operates in one of two states: The Load Monitoring State and the Load
Balancing, or migration, State. Figure 3.2 illustrates the state diagram in ALBA. ALBA Scheme

is illustrated in Figure 3.4. Before we start to describe this scheme, we define some terminologies:

1. Load (L) is the traffic of a base station (BS) or a node. The traffic can be received traffic or
transmitted traffic or both. The traffic is in term of packets per second or Load Factor [14].
Load Factor is the fraction of the capacity of a cell.

2. Source Cell (Cs,.) is a cell that is selected to shift its load to the other cell.

3. Target Cell (Cry,) is a cell that is selected to receive load from a Source Cell.

4. Source Node (Src) is a mobile node that generates traffic.
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5. Relaying Node (Nd, ) is a mobile node that relays traffic.

6. Time Slot is a time interval (slot) of a frame for signal transmission.

7. Code is a spreading code [39] that is used for spreading in CDMA systems.

8. Channel is a Time Slot Code pair (7S, C). Example: (4, 2) represents Time Slot 4 and Code 2.

9. Channeled Route is a route (or path) on which each node can be assigned a Channel.

10. Channel Pool is a pool of available channels in the BS.

11. Channel Table is a table for storing channel information for the connections of Source
Nodes. This table is located at the Source Nodes and the Relaying Nodes.

12. Channel Allocation Table is a table storing channel information for the connections of
Source Nodes. This table is located at the BS.

13. Routing Table is a table storing routing information.

14. Connection is a communication link between a Source Node and a BS. A Source Node can
have several connections with one BS at any given time.

1

W

. Neighboring Load Deviation (d,) is the load difference between two neighboring cells.

16. Neighboring Load Deviation Threshold (d,rn.s) is a load threshold value above which load
migration planning between Source Cell and Target Cell can start.

17. Network Load Deviation (Dy) is the load difference between the highest load cell and the
least load cell in the network.

18. Network Load Deviation Threshold (Dyry.) is the load threshold value for triggering load
migration.

19. Load Sampling Period (T) is the time interval for checking load situation of the network.

20. Migration Priority (MP) is the priority level of a Connection of a Source Node for load
migration. Higher priority of a connection has a higher chance to be selected for load
migration.

21. QoS Class is the Quality of Service (QoS) class of a connection. For examples,

Conversational, Streaming, Interactive, and Background are four common QoS Classes [14].
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22. Call Blocking Ratio (CBR) is the ratio of the number of calls blocked to the number of calls

requested.

Dy > Ditires 1. load of Cs, > load of Cr,, and
Dy <= Dnhres there are still non-tried Src)
load migration fails and there

/\ are still non-tried Cs,,
. load migration fails and there

1

W

are still non-tried Cg,.
4. Dy > Dyppres and there are still
non-tried Cry,

DN <= DNThres

or there is no non-tried Cry, LM - Load Monitoring
LB - Load Balancing

Figure 3.2: State diagram for ALBA

In the Load Monitoring State, ALBA periodically checks the load status of the networks through
RNC every Load Sampling Period (7). If Network Load Deviation (Dy) is greater than Network
Load Deviation Threshold (Darares), this state transfers to the Load Balancing State for load

migration.

In the Load Balancing State, ALBA performs load migration. ALBA selects a Target Cell, a
Source Cell, and a Source Node of the Source Cell. The Target Cell is the least load cell in the
network. The Source Cell is a cell neighboring the Target Cell with the highest load above the
Target Cell’s load. For example, in Figure 3.3, cell C is chosen as the Target Cell and cell B is

chosen as the Source Cell. To proceed further, the load difference between the Source Cell and
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Source Cell

\-es

Target Cell

Channeled Route

Figure 3.3: Load migration in a seven-cell scenario

the Target Cell must be greater than the Neighboring Load Deviation Threshold (durares);
otherwise, no load can be migrated. The Call Blocking Ratio (CBR) of the Source Cell also needs
to be greater than or equal to the CBR of the Target Cell to avoid unfairness. This is because the
load of the Target Cell may be lower than the load of the Source Cell even though the Target Cell
may have a higher CBR. Allowing load migration in this situation will cause more traffic

congestion at the Target Cell at a later time.

Next, we can select a Source Node which belongs to the Source Cell. The Source Node is not
necessarily located in the Source Cell because the Source Node may have been relayed from
another neighboring cell or even from the Target Cell at an earlier time. Selection of a Source
Node is based on the Migration Priority (MP) level of the Source Node. The level can be

calculated based on a cost function (equation 1).

44



Migration Priority P; = k;* C; + k;*A(d;) M

Where fld)=4 |di=<R
=3 |R<di=<125R
=2 |1.25R<d;=<15R
=1 |15 R<d;

Where P; is the Migration Priority level of a Connection of Source Node i; C; is the QoS class of
the connection; d; is the distance between the Source Node and the BS of Target Cell; fid;) is a
mapping function to map the distance d; to a distance factor which is an integer from 1 to 4; and R
is the cell radius. Since there are four QoS classes, we map the distance d; into four values so that,
at a certain location of the Source Node, the value contributed from the QoS class of the
connection breaks even with the distance factor contributed from the distance between the Source
Node and the BS. When d; is greater than 1.5R, which is mid-way between the cell border and the
BS of the Source Cell, the distance factor is 1. Constant k; and k, are weighing factors for C; and
f(d)), respectively. There are four QoS classes: Conversational (1), Streaming (2), Interactive (3),
and Background (4). Equation (1) implies that if two Source Nodes have the same distance and k;
and k; are equal, the Source Node with a Connection of Conversational class will have the least
MP. When considering the MP for a QoS class C;, since relaying for load migration introduces a
longer delay and instability in a route, it is better to avoid choosing the connection of
Conversational class for load migration. In other words, the connection of Background traffic
class has a higher priority to be migrated. When considering the MP for a distance d;, the shorter
the distance to the Target Cell BS, the higher the MP is. The reason behind thus is that shorter
distances may have fewer hops and shorter transmission ranges. Thus, packet delay, route power

consumption, and cell interference are all decreased.
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ALBA Scheme
A) Load Monitoring State

1. Checks the load status of the network through RNC in every Load Sampling Period (7)
2. If Network Load Deviation (Dy) > Dnrhres, then
3. Transit to Load Balancing State

B) Load Balancing State

1. Do

2. Do select * (next) least load cell as Target Cell (Cryg)

3 Do select T (next) highest load (higher than Cr,,) non-tried neighboring cell of

the Cr,g as Cs,c

4, If Neighboring Load Deviation > d,z.s and CBR of Cs,. >= CBR of Cry,,

5. Do select non-tried Src with highest MP for neighboring load migration.

6. Perform ACAR to find a Channeled Route from the Src to the BS of
Crrg-

7. While (load of Cs,. > load of C7,, and there are still non-tried Src)

8. While (neighboring load migration fails and there are still non-tried Cs,.)

9. While (neighboring load migration fails and there are still non-tried Cry,)

10.  While (Dy > Dygnyes and there are still non-tried Cry)

11. ALBA sends signals to corresponding BS(s) through RNC to update their Channel
Allocation Tables and Channels Pools.

12.  BS(s) sends signals to the nodes on both old and new route(s) to update their Channel
Table(s) and Routing Table(s). (Order of signal sending can be simultaneously or least
loaded cell first.)

12. Transit to Load Monitoring State.

* - If several least load cells are tied, randomly select one which is not an adjacent cell of
previous Cr, if possible.

t - If several highest load cells are tied, randomly select one of these cells which is not a
previous Cry, if possible.

Figure 3.4: ALBA Scheme

Once a Source Node is Selected, ALBA calls ACAR to find a Channeled Route to relay the
Connection of the Source Node to the Target Cell. ACAR itself performs path (route) finding. It

first gets the topology and state information of all the relaying nodes in the corresponding cells.
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It computes a route based on this information. If a possible route is found, ACAR calls E-DSSA
to find a channel for each node on the route. If each node on the route can be assigned a channel,
the route is a Channeled Route and load migration for the Source Node is a success. ACAR
replies to ALBA with a successful signal and the information of the Channeled Route. If any node
on the route cannot be assigned a channel, the route is considered invalid. Then, ACAR continues
to compute a valid route for this Source Node until a Channeled Route is found or all Relaying
Nodes are tried. Please recall that this computation takes place at the RNC. No signal is being
sent to BS or mobile nodes at this stage. Whether the load migration for this Source Node is a
success or not, ALBA continues to select another Source Node for load migration until the load of
the Source Cell is not greater than the load of the Target Cell or all Source Nodes in the Source
Cell are tried. If no Channeled Routes are found for any of the Source Nodes, the load migration
between the Source Cell and the Target Cell fails. For example, in Figure 3.3, Source Node a in
Source Cell B cannot find a route to Target Cell C. If node b also cannot find a Channeled Route
to cell C, the load migration between these two cells fails. In this case, ALBA selects the next
highest load neighboring cell, higher than the load of cell C, of cell C as a new Source Cell, i.e.
cell A. Previous procedures of finding a Source Node and a Channeled Route are repeated. If load
migration between cell A and cell C still fails, ALBA continues to try the next highest load
neighboring cell, higher than the load of the Target Cell, as the new Source Cell until all
neighboring cells are tried or load migration is a success. If load migration still fails, ALBA
selects the next least load cell as the new Target Cell, cell D. Previous procedures of trying
Source Cells and Source Nodes are repeated. If load migration is still a failure, ALBA continues
to find a new Target Cell until all cells are tried or load migration is success. Figure 3.5 shows an
extreme scenario where no route exists between any pair of the cells. Thus, no load can be
migrated. ALBA first tries cell C as the Target Cell and Cell A, B, and D as the Source Cell one

by one. Since no load can be migrated, ALBA tries cell B as a new Target Cell and cell G, and A
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as the Source Cell one by one. Since no load can be migrated, ALBA tries cell D as a new Target

Cell and so no. ALBA continues to try until cell F is tried.
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Figure 3.5: Load migration failure scenario. a) Seven cells with impossible load migration. b) ¥

iteration. c¢) 2™ Iteration. d) Last iteration.

If load migration between the Source Cell and the Target Cell is a success, ALBA reviews the
new load distribution of the network. If the Network Load Deviation (Dy) is still greater than
Dxriress ALBA selects another set of Target Cell, Source Cell and Source Node for load
migration. These procedures continue until Dy is less than Dyzuyes or no further load migrations

can be done, i.e. all cells are tried.

After the load migration planning is finished, ALBA sends signal through the RNC to the
corresponding BSs to update their Channel Allocation Tables and Channels Pools. BSs send
signals to the nodes on both old and new routes to update their Channel Tables and Routing

Tables.
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The Load Sampling Period (7,) and Network Load Deviation Threshold (Dyrns) are two
important parameters which affect the sensitivity of ALBA. If there are hotspots in the network, a
small 7, and a small Dyzy.s should be used. Small T increases the frequency of load checking so
that ALBA can react to unbalanced load situation promptly. Small Dyzy., helps to obtain a higher
degree of load balance in the network. This way, radio resources are better utilized and
unnecessary call blockings can be avoided. If there are no hotspots in the networks, relaxing 7

and Dz, reduces the frequency of load balancing operations.

The value of Neighboring Load Deviation (d,rres) should be chosen such that the flipping of load
migration will not occur. The minimum value of duz.., should be greater than the load of one
connection (load unit) and smaller than the load of two connections. For example, in Figure 3.6, if
a Source Cell and a Target Cell have 52 and 51 load units, respectively, dnrnrs should not be 1;
otherwise, after load migration, the Target Cell has one load unit more than the number of load
units of Source Cell. Then the Source Cell may be chosen as a Target Cell in the next iteration.

Consequently, the load migration process between these two cells will continue forever.

Target Cell

Source Cell : :

Target Cell

Source Cell

Figure 3.6: Load migration flipping situation

Ilustration of ALBA scheme

We will describe two examples to illustrate the operations of ALBA for different network load

situations. Example 1 is a heterogeneous traffic load environment based on seven cells (Cell A, B,
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C, D, E, F, and G) (see Figure 3.7). Example 2 is a hotspot environment based on a 3-tier cell
system (see Figure 3.8). In these two examples, all cells are assumed to have enough source nodes
and to be free to shift their load to and from their neighboring cells. Call Blocking Ratio (CBR) is
assumed to be proportional to the load of a cell. That is, the higher load cell has a higher CBR.
Network Load Deviation Threshold Dy, and Neighboring Load Deviation Threshold d,r,., are
set at 1.1 load unit. These two examples show that load can be balanced among all cells in a

system.

Example 1

This example demonstrates how ALBA balances loads in a heterogeneous load environment.
Some descriptions are followed with the line number in the ALBA scheme for easy reference.
Figure 3.4 shows ALBA Scheme. In Figure 3.7a, since Network Load Deviation is greater than
Dnyrnres which is 1 load unit, Load Balancing State is activated. Cell B and C are two least load (1
load unit) cells. Cell C is randomly chosen as a Target Cell (Line 2). Cell A, B, and D are
neighboring cells of C. Cell A has the highest load (7 load units) (higher than the load of cell C)
among these three cells and is chosen as the Source Cell (Line 3). Since Neighboring Load
Deviation between cell A and cell C is greater than d,m,.; and the CBR of cell A is greater than
the CBR of cell B, load migration starts for these two cells. It is assumed that Source Nodes are
available and Channeled Routes exists for all Source Nodes in cell A. ALBA selects the Source
Node with the highest Migration Priority for load migration. Whether this migration is a success
or not, it continues to select another Source Node for load migration until all Source Nodes are
tried (Line 7). If cell A migrates 3 load units to cell C, both cells will have 4 load units. The new
network load situation will now be reviewed (Line 10) (also see Figure 3.7b). Since the Network
Load Deviation is still greater than the threshold Dy, and potential Target Cells exist, load
migration continues. Cell B has the least load and is chosen as a Target Cell. Cell G has the

highest load among Cell B’s neighbors and is chosen as a Source Cell. Previous iterations are
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Figure 3.7: Load balancing of ALBA in heterogeneous load environment
repeated. Cell G migrates 4 load units to cell B. Iterations continue until the Network Load
Deviation is not greater the threshold Dyry.s or no load can be shifted (Line 10). Figure 3.7g

represents the balanced load situation.
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Load balancing is finished
and load is balanced.

Figure 3.8: Load balancing of ALBA in hotspot environment
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Example 2

This example demonstrates how ALBA balances loads in a hotspot environment. In Figure 3.8a, a
3-tier cell environment is shown. The center cell is a hot cell with 9 load units. Each second tier
(medium hot) cell has 5 load units. Each third tier (cool) cell has 2 load units. Traffic is free to be
relayed among neighboring cells. The same iterative procedures as in the previous example are
used. First, a cool cell (boundary cell with 2 load units) is chosen as a Target Cell. The neighbor
with the highest load (5 load units) is chosen as a Source Cell. Load is migrated from the Source
Cell to the Target Cell. The same iterations are performed for the other pairs of cells. After
several iterations, the load of medium hot cells and cool cells is balanced (see Figure 3.8e). The
load of the hot cell is then migrated to its neighboring cells. After several iterations, the load of

this system is balanced (see Figure 3.8h).

3.2.2 A-Cell Adaptive Routing (ACAR) Scheme

ACAR is a centralized on-demand load-aware routing scheme specifically designed for 3G
cellular systems. ACAR is located at the RNC. Similar to existing MANET routing protocols [17,
18, 20, 24], it has two mechanisms: Routing Discovery and Route Maintenance. Figure 3.10
shows the ACAR Scheme. Figure 3.11 shows the table and message Format, conditions, and
assumptions for the scheme. Before we describe the scheme, in addition to the terminologies,
Load(L), Source Cell (Cs,), Target Cell (Cr,), Source Node (Src), Relaying Node (Nd,.i,),
Time Slot, Code, Channel, and Channeled Route, defined in the previous section 3.2.1, we

define some other terminologies below.

Definitions:

1. Route is a path from a Source Node to a destination. Destination can be a mobile node or BS.

2. Last Hop Node (Ndy,) is the nearest (last hop) node to the BS on a route. It can be a Source
Node or Relaying Node.

3. Second Last Hop Node (Nd;n.) is the node which is second nearest to the BS on a route.
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4. Reliable Relaying Node (Nd,.mpe) is a Relaying Node which is considered reliable for

relaying purpose.

5. Normal Transmission Range (R,,mq) is the transmission range for normal operation of a cell.

6. Relaying Transmission Range (R.q,) is the transmission range for relaying purpose. Last

Hop Node is not restricted to this range.

7. State Information (SI) is the status information of a mobile node including location, speed,

remaining battery, and load.

8. State Information Request (SREQ) is a message for requesting State Information.

9. State Information Reply (SREP) is a reply message containing State Information.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

Maximum Hop Count (Hop ) is the maximum number of hops that is allowed for a route.

Intra-cell Routing Zone is a region containing all possible routes from a Source Node to the
BS in same cell.

Inter-cell Routing Zone is a region containing all possible routes from a Source Node to the
BS of Target Cell.

Separation Threshold (Seprx.s) is the distance between Ndz,ai. and Ndj. below which the
Ndznaias replaces the Ndjgy.

Inter-cell Separation Threshold (InterSepm,.s) is the distance between Ndj., and Target
Cell BS above which the route should not be chosen for relaying.

Energy Consumption (E,) is the current energy consumption of a connection based on path
loss.

Current Load (L)) is the current load of a node.

Battery (B,) is the current remaining battery of a node.

Speed (S) is the current speed of a node.

Energy Consumption Threshold (Ery,.) is the energy consumption above which a node is

considered as unreliable for relaying.
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20. Load Threshold (Lzx.;) is the load above which node is considered as unreliable for
relaying.

21. Remaining Battery Threshold (Bry.s) is the remaining battery below which a node is
considered as unreliable for relaying.

22. Speed Threshold (Sta.s) is the speed above which a node is considered as unreliable for
relaying.

23. Route Broken (RBROKE) is a message for showing route breakage.

24. Node Unstable (UNSTABLE) is a message for showing that a node is unstable. Reasons of
instability can be that the remaining battery level is below Bry,.,, the speed exceeding Szres
or the load above Layyes.

25. Route Request (RREQ) is a route request from a party, e.g. ALBA and Call Admission
Control (CAC).

26. Route Reply (RREP) is a route reply from ACAR.

27. Neighboring List is a list of a mobile node storing the addresses of neighboring nodes.

28. Connection id is the identification number of a connection.

As we mentioned in section 2.2, the method of gaining cell capacity in a conventional multi-hop
cellular network is to increase the separation among cells so that more channels (frequencies) can
be reused. Methods to increase the separation include shrinkage of a cell or removing adjacent
BSs. In a 3G system, although capacity gain is also achieved by shrinkage of a cell, the benefit of
this shrinkage is to reduce transmission power and, thus, reduce interference. As interference
reduces, the capacity increases. Therefore, cell size in 3G systems does not necessarily need to be
small to increase frequency reuse. Making use of this cell size flexibility, i.e. the cell breathing
[31] effect, route discovery and route maintenance within the maximum coverage limit of a cell
can be done in a single hop. Figure 3.9 shows the comparison of possible connections in MCN-p

and ACAR. Low data rates with large coverage can be used to communicate topology and control
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information directly between a mobile node and a BS. This greatly reduces route discovery
latency, resource consumption, and routing overhead. High data rates with short transmission
range and multi-hopping are used for data communications. If a multi-hop route is unavailable,
the Source Node communicates directly with the BS in a single hop. Therefore, no potential call
is denied. The flexibility and the infrastructure of 3G W-CDMA systems can be fully utilized.

This idea is especially useful in highly loaded cells with sparse node densities.

High data rate
(multi-hop if
possible) for
data
fransmission

Low data rate
(single hop)
for routing.

a) MCN-p b) ACAR

Figure 3.9: Comparison of the routing behavior in MCN-p and ACAR

In ACAR, if a mobile node is within the normal coverage of a cell (BS), control messages or
topology information can be communicated directly between the node and the BS. Multi-hopping
for route discovery or route maintenance is not required in this region. Since ACAR uses an on-

demand strategy, periodic hello messages or updates are not required. If MTs are outside the
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coverage of a certain cell, a MANET routing protocol such as AODV or DSR is assumed.
Neighboring List is an optional feature to ensure the connectivity among MTs in a region in
which communication barriers among mobile nodes exist. A node that can communicate with the
BS may not be able to communicate with its neighbors because of these barriers. This
neighboring list is also obtained on-demand. Global Positioning System (GPS) is employed to

facilitate route discovery and route maintenance.

ACAR facilitates both intra-cell and inter-cell routing. Intra-cell routing is triggered when ACAR
receives a Route Request (RREQ) from a Call Admission Control (CAC) [14] mechanism for a
new call arrival. CAC is located at the RNC to control the admission of a call based on the
capacity of a cell. Intra-cell routing is used for setting up a route from a Source Node to the BS of
the cell of the Source Node. Inter-cell routing is triggered when ACAR receives a RREQ from
ALBA for the purpose of load balancing. Inter-cell routing is used for setting up a route from a
Source Node of a Source Cell to the BS of the Target Cell. Information of Source Cell, Target

Cell, and Source Node are provided by ALBA.

Figure 3.10 shows the Route Discovery steps of ACAR which consists of six phases: Information
Collection, Selection, Route Computation, Path Refinement, Channel Allocation, and Route

Reply.

1) Information Collection Phase (Line 2 to Line 5)

The objective of this phase is to collect topology information and State Information (SI) of MTs
in a region of interest. Sending a State Information Request (SREQ) to the neighboring cells is
optional because there may be a trade-off between the higher chance for finding a Channeled

Route for the Source Node and the higher complexity in managing Relaying Nodes in different
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cells. This trade-off will be part of our future work. When ACAR receives a RREQ with the
information of the Source Node and the BS of the Source Node (Linel) from CAC, it sends a
SREQ to the BS and (optional) the neighboring cells of the BS. When ACAR receives RREQ
from ALBA, it sends a SREQ to all BSs in the networks. When ACAR receives Route Broken
(RBROKEN) or Node Unstable (UNSTABLE) message from the RNC for Route Maintenance, it
sends SREQ to the corresponding BSs related with the route. The BSs send the SREQ to all
relaying nodes within their coverage. The Relaying Nodes send their State Information Reply

(SREP) to their BSs (Line 4). The BSs pass the information to ACAR for processing.

2) Selection Phase (Line 6 to Line 7)

The objective of this phase is to select Reliable Relaying Nodes in the region of interest (Line
6). Relaying Nodes are chosen based on their State Information and predefined thresholds. The
thresholds are Energy Consumption Threshold (E7.s), Remaining Battery Threshold (Bryes),
Speed Threshold (S7x.s), and Load Threshold (Lzuye). f{Eo, Bo, So, Lo) is a function to decide
whether a Relaying Node is reliable or not. A node is chosen as a reliable node if its energy
consumption, speed, and load does not exceed Etures, Stiress and Ly, respectively, and its

remaining battery is above Br .

3) Route Computation Phase (Line 8 to Line 15)

The objective of this phase is to compute the route for relaying. Reliable Relaying Nodes in the

routing zone of interest are selected for computation. For call arrival, the Intra-cell Routing

Zone is used. For load balancing, the Inter-cell Routing Zone is used.
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If no Reliable Relaying Nodes exist, the single hop route is the default route for new call arrival.
If Reliable Relaying Nodes exist, the RNC computes the distance of every node, including the
Source Node and Relaying Nodes, to the BS of the Source Node. Source Node and Relaying
Nodes are assumed to use Relaying Transmission Range (R,.i;y) While Last Hop Node (Ndjay)
uses Normal transmission Range (R.oma). Only the nearest node to the BS communicates
directly with the BS. Based on the distance, Relaying Transmission Range (R,..,) and
Neighboring Lists (optional), the connectivity among nodes can be obtained (Line 9). The
connectivity among nodes is used to find a shortest path [32] from the Source Node to the BS of

the Target Cell.

For load balancing, there is an additional condition. If the distance between Ndq, of a path and
the BS of the Target Cell is greater than the Inter-cell Separation Threshold (InterSepry.,), the
route is rejected (Line 12). This condition is used to avoid using a route in which Ndj,, is too far
away from the Target Cell BS. This requires higher transmission powers, which results in higher

interference and decreases cell capacity (data rates).

If there are barriers that affect the connectivity among nodes in the routing zone, the
Neighboring List of each node should be obtained to ensure the connectivity among neighboring
nodes. To obtain a neighboring list, each node broadcasts their node address to their neighbors

using Ryeqy- Neighboring List is included in the SREP.
If a shortest path is found, ACAR proceeds to the Path Refinement Sub-phase. If the path is not

found, ACAR takes out the Nd,, and computes the shortest path again until a path is found or

all Reliable Relaying Nodes are taken out.
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4) Path Refinement (Line 17 to Line 20)
The objective of this phase is to refine the computed path . If both the Ndj,,; and the Second Last
Hop node (Ndapdias) can reach the BS using Ryeiqy, the Ndjqqis replaced by the Nd;ngiqy to avoid
unnecessary delay. This is based on the assumption that R,.,, is a near-optimal distance such
that further reduction of the distance will have little improvement in capacity (data rate). If the
number of hops of the path is greater than the Maximum Hop Count, excessive nodes are taken
away (Line 18). If the separation between the Nd,,, and the Nd3,.y is closer than Separation
Threshold (Seprires), the Ndj, is replaced by the Ndsnuas (Line 20). After the Path refinement

phase is finished, the path is considered as a potential route.

5) Channel Allocation (Line 21 to Line 24)

The objective of this phase is to assign Channel (Time Slot Code pair) to each node on the
route. ACAR calls E-DSSA to do this task (Line 21). If each node on the path can be assigned a
Channel, Channel allocation is a success and this path is called a Channeled Route. If any node
on the route cannot be assigned a channel, this route is invalid and Channel allocation fails.
Accordingly, nodes which are not able to assign a channel to their successors are taken out and

the Route Computation Phase is repeated.

6) Route Reply Phase (Line 25 to Line 27)

ACAR sends RREP to the corresponding Parties, either CAC or ALBA. For load balancing,
ACAR replies ALBA with a channel allocation success or failure signal. In both cases, ACAR
updates the Load L, and energy consumption (E;) of the corresponding Relaying Nodes,
preparing for the next iteration for the RREQ from ALBA. ALBA may send ACAR another

Source Node or another set of Source Node, Target Cell and Source Cell for route finding.
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ACAR Scheme
A) Route Discovery
1. ACAR received RREQ (with Src and BS) from a party (CAC, ALBA or RNC).

/* Information Collection Phase */

ACAR sends SREQ to the BS and related BS(s) through RNC.

The BS(s) broadcasts the SREQ to all Relay Node (Nd,.iq,) within their coverage.
Corresponding Nd,.i4, replies to the BS(s) with SREP.

BS(s) pass the SREPs to ACAR through RNC for processing.

Bl

/* Selection Phase */
. Select Nd,jiap. based on Erpres, Brress Sthress Lres in Routing Zone.
7. f(Eo, Bo, So, Lo) = reliable | if Ep <Efhres and Bo<Brhres and So <Sthres and Lo<Lppyes
= unreliable | otherwise.

/* Route Computation Phase */

8. Do
9. Do compute connectivity among the Src and Nd,jiqs. based on Ry eiqy
and Neighboring List (optional).

10. Choose the closest Nd,.;i.s. to the Target Cell BS as direct link to the BS.
11. Find the shortest Path from the Src to the BS.
12. If load balancing and distance between Ndj,; and the BS > InterSepryres
13. Path is NOT found.
14. Take out the Nd,,,; (excluding Src).
15. While (Path is NOT found and there are still Nd,.jiqpi (S))
16. If Path is found

/* Path Refinement Sub-phase */
17. If both Ndj, and Ndzpgias can reach BS through R, eiay, Ndzpaias: replaces Ndjqy.
18. If number of hops > Hop,.., take out excess nodes starting from Ndjay.
19. If separation between Nd,,;; and Nds,i1.5: < Seprires and both nodes are in the BS
20. Nd 105 Teplaces Ndjgg.

/* Channel Allocation Sub-phase */
21. Perform E-DSSA to find a Channel for each node on the Path.
22. If Channel allocation is NOT success for any of the nodes,
23. Take out Nd,jiap. (s) which cannot assign channels to its successive node.

24. While (Channeled allocation fails and there are still Nd,ciapie (S))

/* Route Reply Phase */
25. ACAR sends RREP (Success with Channeled Route information or Failure) to the party.
26. If the party is ALBA,
27. update L, and E, of corresponding Nd,jiquie for next ALBA’s RREQ.

Remarks:

1. State Information of non-covered Nd,.q is sent through the covered Nd,.is,.

2. The party is responsible for sending signals to BS(s) to update their Channel Assignment
Table(s) and Channel Pool(s) through RNC. BS(s) send signals to update the Channel
Table(s) and Routing Table(s) of corresponding nodes.

(Continue in next page)

Figure 3.10: ACAR Scheme
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(Continue from previous page)

B) Route Maintenance
1. If *Route Broken (RBROKEN) or 1 Node Unstable (UNSTABLE),

2. Corresponding relaying nodes sends RBROKE or UNSTABLE message to its BS.
3. BS sends signal to ACAR through RNC to reinitiate Route Discovery process for
the route.

* Route Broken occurs when a Nd,.;,, does not receive packets from its previous node within
a period of time (T,.,). Possible reasons are out of range, communication barriers, or power
outage.

1 Node Unstable occurs when a Ndyeiqy's By, So, Eo, or Lo reaches the corresponding
threShOIdS (BThres, SThre.n EThresa LThres)'

Figure 3.10: ACAR Scheme (Continued)

Table and Message Format:

1. Routing Table - connection id, next hop address

2. State Information (SI) - node address, location, speed, remaining battery, load, energy
consumption, and neighboring list (optional).

3. RREQ Information (Iggep) — (Src id, BS id).

4. RREP Information (Izrep) — (Src id, Channel, Nd,eiay I id, Channel, Nd,eiqy 2 id, Channel,...)

5. Message — node address, event type (RREQ, RREP, SREQ, SREP, RBROKE, or UNSTABLE),
content (S, Igreg, OF Irrep)-

Conditions:

1. Only Last Hop Node communicates with the BS directly.

2. All nodes, except Last Hop Node, use Relaying Transmission Range for communication.

3. A Source Node can also be Last Hop Node if there is no relaying nodes are available
(Single hop situation).

Assumption:
Relaying Transmission Range is a near-optimal range such that the increase in a node or cell
capacity does not increase significantly even a node is closer to its receiving node.

Figure 3.11: Table and Message Format, conditions, and assumptions for ACAR scheme
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Ilustration of ACAR scheme

Intra-cell routing and Out-of-Coverage routing are performed upon a new Call Arrival. There are
three cases: Single hop, Multi-hop, and Out-of-coverage cases. Figure 3.12 illustrates these cases.

Detailed explanations are as below.

Single hop (direct communication case) —

When node A places a call request, the CAC in RNC sends a RREQ to ACAR. ACAR sends a
SREQ to the corresponding BS. The BS sends SREQs to all relaying nodes (B, C, D, E, F, G, I,
and J) in the cell. All Relaying Nodes send State Information Reply (SREP) through the BS to
ACAR. ACAR selects Reliable Relaying Nodes. Assume that node C is the only unreliable node
because of its low battery capacity or high speed. The Reliable Nodes are B, D, E, F, G, I, and J.
Node D is selected as Last Hop Node. After first iteration, no route is found because A cannot
reach node D using Relaying Transmission Range (R..,). Node D is taken out and route
computation is repeated. Since no reliable nodes can be reached by A using Ry, A

communicates directly to the BS.

Multi-hop case -
For Source Node H, the shortest path is H-F-E-D-BS. Assume both D and E can reach BS using
Rrelay, node D is eliminated during the Route Refinement Phase. The final path is H-F-E-BS.

ACAR calls E-DSSA to assign Channel to each node on the path.

Out-of-Reach case -

Assume node M places a call request. Node M has found a path to reach node J using MANET

routing protocol. Since the nodes (K, L and M) are Out-of-Coverage, their Channel Tables must
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be sent to the BS through multi-hopping to J. Node J relays their information to the BS. The BS

passes the information to ACAR for processing.

Intra-Cell Routing Zone Out-of-Coverage Routing

Single hop

Multi-hop
route

Region covered By
directive antepha

Figure 3.12: Intra-cell routing and Out-of-Coverage routing of ACAR

For load balancing, inter-cell routing is used. Figure 3.13 illustrates this situation. Assume node H
is selected as a Source Node for load migration. BSt, is the BS of the Target Cell. ACAR gets
the State Information of all Relaying Nodes in the Source Cell, the Target Cell and their
neighboring cells (optional). ACAR computes the shortest path from H to BSt,. Assume that a
route is found, ACAR then calls E-DSSA to allocate a Channel to each node on the route.
Assume channel assignment is a success, then the route (H-N-O-P-Q-R-BSy) is a Channeled

Route. ACAR replies to ALBA with the channeled Route. ALBA sends signals to the BSg,. and
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the BSy,, and their neighboring BSs (optional) through RNC to update their Channel Assignment
Table and Channel pools. The BSs send signals to the Source nodes and the Relaying Nodes on
old route (H-F-E- BSs,) and new route (N-M-O-P-Q- BSt;,) to update their Channel Tables and

Routing Tables.

Inter-Cell Routing Zone

Region covered by
directive antenna

New route for
load balancing

Figure 3.13 Inter-cell routing of ACAR
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3.2.3 Extended-Delay Sensitive Slot Assignment (E-DSSA) Scheme

E-DSSA is a slot assignment scheme which is inherited from Delay Sensitive Slot Assignment
(DSSA) [1]. E-DSSA has all features of DSSA such as employing directive antennas and Global
Positioning System (GPS), except that constraints are added for consecutive channels and Last
Hop Node interference. The consecutive channels constraint is used to avoid signal interference
as mentioned earlier in section 2.2.3. The idea is that a mobile should not send and receive data
on the same channel at the same time. The Last Hop Node Interference constraint is used to avoid
assigning a Channel to a node (Current Node) such that the Last Hop Nodes on other routes is
transmitting on that Channel towards the next hop node of the Current Node. This may happen
because the Last Hop Node may transmit by the Normal Transmission Range (R,,ma) instead of
Relaying Transmission Range (Ryeqy). Figure 3.14 illustrates the E-DSSA scheme. Before we
describe the scheme, we define some terminologies as follows. The terms Time Slot, Code,
Channel, Channel Pool, Channel Table, and Channel Allocation Table are as defined in
section 3.2.1. The terms Last Hop Node (Ndj,y), Normal Transmission Range (R,ma), and

Relaying Transmission Range (R,..,,) are as defined in section 3.2.

Definition:
1. Current Node (Nd.,,,) is the mobile node to which a channel is going to be assigned.

2. Previous Node (Nd,,.,) is the mobile node that is the next hop of the current node.

In Figure 3.14, when E-DSSA receives a channel allocation request with a Path (Route) from
ACAR, it starts assigning a Channel to the node (Current Node) starting from the Last Hop Node
to the BS (Line 2). E-DSSA selects an available Channel (7S,, C,) from the Channel Pool of the
BS. If no node in the line of sight from the Last Hop Node (Current Node) to the BS is receiving

on this Channel, Channel assignment for the Current Node is a success; otherwise, E-DSSA
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continues the search for another available Channel for the Current Node until a channel is found

or all the available channels are tried (Line 7).

If the Last Hop Node is assigned a channel, E-DSSA starts to find a Channel for the Second Last
Hop Node (Line 9). Please note that the Last Hop Node becomes the Previous Node of the
Second Last Hop Node. The Second Last Hop Node becomes the Current Node. A channel is
selected with a time slot which is successive and closest to the time slot of the channel previously
assigned to the Last Hop Node (Previous Node). In this case, a Channel with TS, is selected.
The objective of this strategy is to reduce the Time Slot waiting time, i.e. the delay, of a packet.

The Channel has to satisfy the following conditions before it can be accepted.

1. The Current Node itself is not receiving on this Channel. This condition applies when a
mobile terminal has the ability to send and receive signals at the same time.

2. The Current Node itself is not receiving on the same Time Slot as the Time Slot of this
Channel. This condition applies when a mobile terminal cannot send and receive signal at the
same time.

3. The neighbors of the Previous Node are not transmitting on this Channel.

4. The Last Hop Nodes on the other routes are not transmitting on this Channel towards the
Previous Node.

5. The neighbors of the Current Node are not receiving on this Channel.

If all the conditions above are satisfied, the Channel is assigned to the Current Node. If the
Channel assignment is not a success because condition (1) is not satisfied, E-DSSA finds another
Channel with the same Time Slot of the previous Channel, but in different Code. This process

continues until a channel is found or all the available Codes are tried (Line 16).
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E-DSSA Scheme

A) Channel Allocation

L.

2
3.
4

o

\© o0

11.
12.

13.
14.
15.
16.
17.

18.

19.

20.

Input a Path (Route) from ACAR
Assign Channel starting from the Last Hop Node (Current Node (Nd,,)) to the BS
Do
Do select a non-tried available Channel (TS,, C,,) from Channel Pool of BS
and the capacity of this slot has not been used up.
(Capacity can be used up before the available Codes are exhausted)
If Nd.,.,, is not receiving on this * Channel (or **Time Slot) for other route
+and No node on the LOS of this Nd_,,, to the BS receives on this Channel,
Channel assignment of Nd,, is success.
While (Channel assignment fails and there are still non-tried available Channels).

If Channel assignment of Nd ., is success,
Do select successive node (new Nd.,,,) (previous Nd.,, becomes Nd,..)
Do select an available Channel with the NEXT highest Time Slot
and the capacity of this time slot has not been used up.
Do
If Nd,,, is not receiving on this *Channel or **Time Slot for other
route,
and neighbors of the Nd,., are not transmitting on this Channel,
+ and Nd,, are not transmitting on this Channel towards the Ndpyev,
and neighbors of the Nd,,,, are not receiving on this Channel,
Channel assignment of Nd_,, is success.
Else
Select an available Code that has not been chosen.
While (Channel assignment fails and there are still non-tried Codes)
While (Channel assignment fails and there are still non-tried Channel)

While (Channel assignment is a success and there are still successive nodes)
While (Channel assignment of Nd,,,, fails and there are still non-tried Channels in

Channel Pool of BS)
Reply ACAR with Channel assignment result (success or failure).

* _ Consecutive channel constraint (if MT can send and receive signal simultaneously)
** _ Time Slot constraint (if MT cannot send and receive signal simultaneously)
t - Last Hop Node Interference constraint

B) Channel De-allocation
1. Input a Route
2. De-allocate the Channels of each node on the Route.

Table Format:
1. Channel Allocation Table - (Relaying Node address, Channel, Source Node address).
2. Channel Table — (Channel, Source Node address).

Figure 3.14: E-DSSA Scheme
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If Channel assignment still fails, E-DSSA tries another available Channel with the next highest

Time Slot until a channel is found or all the available Channels are tried (Line 17).

If Channel assignment is a success for the Current Node, E-DSSA starts to find a Channel for the

next successive node on the route (Line 18), and so on.

If any node on the route cannot be assigned a Channel, the Channel allocation steps starting from
the Last Hop Node is repeated until channel assignment for the whole route is a success or all the

available Channels of Channel Pool of BS are tried.

Ilustration of E-DSSA scheme

The following is an example to illustrate the operation of E-DSSA. Figures 3.15 shows how E-
DSSA handles Channel conflict, consecutive channel conflict, and Last Hop Node interference

situations respectively.

Assume that the capacity of a cell is used up when codes are used up. In Figure 3.15a, assume
that all channels of the slots (from slot 15 to slot 5) are used up except code 16 of slot 5. Channel
(slot 5, code 16) and Channel (slot 4, code 1) are successfully assigned to node B and C
respectively. Node A is proposed to be assigned a Channel (slot 3, code 1) for minimizing the
delay of packet. Node x is neighbor of A. Node z is a neighbor of B. Assume that node x is not
receiving on this Channel and node z is not transmitting on this Channel. No Channel conflict

(interference) occurs. The Channel (slot 3, code 1) can be assigned to node A.

In Figure 3.15b, when a new call request from node D arrives, path D-B-C-BS is the shortest

path. In the Channel Pool of BS, Channel (slot 4, code 2) is available to be assigned to node C to
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serve the call request. There is no Channel conflict because no neighbors of BS are transmitting
on this Channel and no neighbors of C are receiving on this channel. However, since C is
receiving on this Channel, consecutive channel conflict might occur. This channel can not be
assigned to C. Then, Channel (slot 3, code 1) of next highest Time Slot is chosen. No Channel
conflict or consecutive channel conflict occurs. This Channel is assigned to node C. Channel (slot
2, code 1) causes no Channel conflict or consecutive channel conflict. This Channel is assigned to

node B to minimize delay. Channel (slot 1, codel) is assigned to node D.

(slot 15, code 1)
(slot 15, code 2)

(slot 5, code 15)

(slot 3, code 1) (slot 4, code 2) \ /

»e BS

(slot 5, code 16)

a) Avoiding Channel conflict

In Figure 3.15c¢, when a new call request from node E arrives, node E itself is the Last Hop Node
that can transmit its signal within R,,mq. If a channel (slot 4, code 1) is proposed to assign to node
D, it has to ensure that node C is not using this channel for reception; otherwise, a channel
conflict at node C occurs. This situation also applies when node B is proposed to assign a channel
and node E has already been assigned a channel. The candidate channel for node B should not be

the same as the Channel that are used by node D.
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(slot 15, code 1)
(slot 15, code 2)

(slot 5, code 16) (slot 5, code 15)

(slot 3, code 1) (slot 4, code 2)
............................................................. C“"""'"
o— 1 L et R
i — —> o »e BS
Glot1,code 1) [—F£"% || (slot2, code 1) (slot 3, code 1)

CEANRY \

I) Channel cannot be (Slot 4, code 2)
II) Time Slot cannot be Slot 4

b) Avoiding (I) consecutive channel conflict if a MT can send and receive signal simultaneously

or avoiding (II) Time Slot conflict if a MT cannot send and receive signal simultaneously.

(slot 4, code 1)

Channel cannot be (Slot 4, code 1)

¢D

¢) Avoiding Last Hop Node Interference.

Figure 3.15: Three scenarios of E-DSSA with directional antenna. a) Avoiding Channel conflict,

b) Avoiding consecutive channel or Time Slot conflict, c) Avoiding Last Hop Node Interference.
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3.3 Limitations

This framework is centralized and is executed by the RNC. However, the major limitation of this
framework is that if there is no relaying node, the effect of load balancing will be greatly
diminished. In this case, only the flexible users at the overlapping region among cells can shift
their load for load balancing. Another limitation is that our framework is designed for uplink
communication only. Implementation for downlink communication requires further investigation.
In addition, since this framework employs directive antennas and uses shorter transmission

distances, the interference and power control issues also require further study.

3.4 Summary

In this chapter, we designed a novel load balancing and relaying framework, namely A-cell Load
Balancing Relaying Framework (ALBAR) for 3G TDD W-CDMA multi-hop cellular systems.
Within this framework, we designed a load balancing scheme (ALBA), a routing scheme
(ACAR), and a slot assignment scheme (E-DSSA). All three components are executed by the
RNC. ALBA is a centralized, dynamic load balancing scheme. It can handle hotspots as well as
heterogeneous load environments. It calls ACAR to find Channeled Routes for facilitating load
migration. First, ACAR computes the shortest path and calls E-DSSA to find channels for nodes
on the shortest path that it found. The iterations of load migration continue until the Network
Load Deviation (Dy) is no greater than the Network Load Deviation Threshold (Dyrar.s) or all

Target Cells are tried.

ACAR is a centralized on-demand load-ware routing scheme. Load-awareness distributes traffic

evenly among relaying nodes to avoid congestion. Using ACAR, routing can be performed

efficiently. ACAR also fully utilizes cell breathing - such that the cell size is not necessarily
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small. This allows location and state information of the mobile nodes within the maximum
possible coverage area to be sent to the BS in a single hop. Routing overhead is greatly reduced.
No potential call requests from the mobile terminal. In addition to facilitating load balancing,
ACAR is also responsible for Intra-cell multi-hop routing for new outgoing calls. E-DSSA is an
extension of DSSA. In addition to the merits of channel conflict resolution and the minimization
of packet delay attained by DSSA, E-DSSA avoids consecutive channel conflict and Last Hop
Node Interference. In the next Chapter, we will present a simulation model to evaluate the

performance of this framework.
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Chapter 4

Performance Evaluation

In this chapter, we will describe the simulation model and performance metrics used for the
performance evaluation of our framework. A commercial professional modeling and simulation
tool for networking called OPNET [27] is used. Simulation results show that call blocking ratio of
the heavily loaded cell is reduced, load deviation among cells is decreased, system throughput is

increased, and end-to-end delay is slightly increased.

4.1 Simulation Model and Performance Metrics
4.1.1 Simulation Model

Our simulation model is a three-cell one. Figure 4.1 shows the layout of the cells. This model is
used for studying the effectiveness of our load balancing relaying routing framework (ALBAR)
which includes ALBA, ACAR, and E-DSSA. Call blocking ratio of the three cells, load deviation
among cells, maximum load deviation of the system, system throughput, and end-to-end delay of

packets are investigated.
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This model is tougher than a conventional 3-tier cell model because there is only one neighboring
cell that the load of the hot cell can be migrated to. A conventional 3-tier cell system is shown in
Figure 3.8. In the conventional model, there are six neighboring cells around the hot cell such that
relaying nodes at each interface of the hot cell can be fully utilized, and load can be shifted in all
directions. While the channels for the intra-cell routing are pointing towards the centre of the hot
cell, most channels for the inter-cell relaying are pointing away from the centre of the hot cell.
Thus, less channel conflicts occur and more channels can be re-used. This helps getting better
performance results. However, the conventional model cannot be applied to some areas where
only one adjacent cell can be placed. Moreover, simulation based on the conventional 3-tier cell
model also requires simulating more than 3000 mobile nodes which is beyond the capability of
ordinary equipment running OPNET. Therefore, we choose a three-cell model to evaluate our

framework. Similar results are expected if the 3-tier cell model has been used.

Mobile node A -BS

Cell A Cell B Cell C
(HOt) (Medlum HOt) (C OOl)

Figure 4.1: Three-cell model
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4.1.2. Parameters

The followings are the major parameters and conditions of the model. The load condition of cell

A, B, and C are hot, medium, and cool, respectively.

Cell A (hot) Cell B (medium) | Cell C (cool)
No. of Source nodes 100 70 60
No. of relaying nodes (Scenario 1) 0/ 40/ 80/ 120/ 160| 160 120
No. of relaying nodes (Scenario 2) 160 0/ 40/ 80/ 120/ 160| 120
Load balancing (Scenario 1 and 2) with / without
Distribution of nodes Uniform
Call arrival rate (Poisson distribution) 0.1 calls/sec.
Call duration (exponential distribution) 5 sec.
Simulation duration 30 sec.
Other Parameters

Parameter Value

Cell Capacity 1 Mbps

Relaying Node Capacity 1 Mbps

Normal Transmission Range 1000 m

Relay Transmission Range 250 m

Duplex method TDD

Medium (multiple) Access W-CDMA

Frame size 10 ms

Number of Time Slots per Frame 15

Number of available Codes per Time Slot 16

Data rate per code 13.8 Kbps

Number of Uplink Slots 13

Number of Downlink Slots 2

Packet arrival rate per connection

21 packets/sec. (constant rate)

Packet size

662 bits

QoS Class (C))

1 (Conversational)

QoS Class Weight Factor (k.) 0.5

Distance Weight Factor (k,) 0.5

Queue size (buffer) 750 packets
Neighboring Load Deviation Threshold (duzhres) 22 packets/sec.
Network Load Deviation Threshold (Dyryyes) 22 packets/sec.
Load Sampling Period 1 sec
Separation Threshold (Sepures) 30m
Inter-cell Separation Threshold (InterSeprres) 900 m
Mobility No
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Intra-cell Route Zone 2500 m in diameter
Inter-cell Route Zone 3000 m in diameter
Antennas Beam Angle 45°
Load Threshold (Lzpyes) 1000 packets/sec.
Speed Threshold (Stares) 3 km/hr
Maximum Hop Counts (Hopmax) 7

Assumptions:

1. Perfect power control.

2. Perfect physical medium. (Fading effect is negligible.)

3. Each Source Node has one connection.

4. Energy consumption of every node is below Energy Consumption Threshold (Ezy.,).
5. Remaining battery of every node is above Remaining Battery Threshold (Bzyes).

Simulator: OPNET [27]

A 90% confidence level with confidence intervals [3(_-10%?, YHO%—)Z] was used in the

simulation, see appendix A.
4.1.3. Performance Metrics

1. Call Blocking Ratio - Ratio of the number of calls blocked to the number of call requested.

2. Load Deviation — Load difference between any two cells or Neighboring Load Deviation in
the network (packets per second).

3. Maximum Load Deviation — Load difference between highest load cell and least load cell or
Network Load Deviation in the network (packets per second).

4. Throughput — The rate of packet received of all BSs in the network (packets per second).

5. End-To-End Delay - Delay of a packet from a source node to its destination (BS).

The following are two scenarios for examining the effect of the number of relaying nodes in a hot

cell or a medium hot cell on Call Blocking Ratio of different cells, Load Deviation and Maximum
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Load Deviation, Throughput, End-to-End Delay of the system. Since Network Load Deviation
can be much higher than Neighboring Load Deviation, if load balancing is triggered based only

on Neighboring Load Deviation, the network load may not be balanced.

4.1.4 Scenarios

This load balancing and relaying framework is based on the A-Cell relay architecture in which
channel assignment is involved. To my best knowledge, no existing load balancing scheme is
based on this relay architecture. In other words, no existing load balancing scheme can be used
for comparison. In our framework, load balancing is carried out through relaying. Without
relaying, only the traffic of the source nodes in the overlapping regions of cells can be
manipulated, and the load balancing effect is greatly diminished. Obviously, the number of
relaying nodes and the locations of the relaying nodes will affect the effectiveness of load
balancing. To investigate the effect caused by relaying nodes, we design the following two

scenarios.

Scenario 1
e  Varying the number of relaying nodes in cell A (0, 40, 80, 120, 160)
e  Number of relaying nodes in cell B and cell C are 160 and 120 respectively

e  Conditions: with and without load balancing

Scenario 2
e  Varying the number of relaying nodes in cell B (0, 40, 80, 120, 160)
e Number of relaying nodes in cell A and cell C are 160 and 120 respectively

e  Conditions: with and without load balancing
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4.2 Simulation Results
Simulation results including Call blocking Ratio, Average Load Deviation, Average Maximum
Load Deviation, Average Throughout, and Average End-to-End Delay are shown in Figure 4.2 to

Figure 4.13.

4.2.1 Call Blocking Ratio

Figure 4.2 shows that without load balancing Call Blocking Ratio (CBR) of cell A is
approximately 19 to 23%. When the load balancing scheme (ALBA) is enabled, CBR of cell A
decreases to 16%. Also, the CBRs of cell B and cell C slightly increase. The sudden drop in CBR,
even though there is no Relaying Nodes in cell A, is because the load of the Source Nodes in cell
A near to the border of cell B can still be relayed through the Relaying Nodes in cell B. This
effect does not apply in scenario 2. If no Relaying Nodes are in cell B, only little load can be
migrated though the Source Nodes that are at the overlapping regions of both cell (see Figure
4.3). When a portion of the traffic load of cell A is relayed to cell B, more capacity is available in
cell A to accept more calls. Hence, the CBR of cell A decreases. As cell B receives load from cell
A, a portion of the capacity of cell B is consumed by the migrated load. Capacity of cell B hence
decreases and the calls in cell B have a higher probability to be blocked. Thus, the CBR of cell B
increases. This effect also happens in cell C because a portion of the load of cell B is relayed to
cell C. This demonstrates that when load balancing scheme is enabled, load is migrated not only
from cell A to cell B, but also from cell B to cell C. In other words, the load balancing effect
penetrates all the cells. When the number of relaying nodes of cell A increases, the CBR of cell A
further decreases. This is because the presence of more Relaying Nodes in cell A increases the
chance for the Source Nodes in cell A in getting routes to the Target Cell B. Thus, more loads can

be relayed to cell B so that the CBR of cell A is further decreased.
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Figure 4.3 shows that scenario 2 (varying the number of Relaying Nodes in cell B) has similar
effect as scenario 1 (varying the number of Relaying Nodes in cell A) except that the rate of
reduction in CBR of cell A is more regular. Unlike in the previous scenario, there is no sudden
drop of CBR. This is because at the beginning of the simulation, the number of Relaying Nodes
within cell B is not large enough such that only a small amount of traffic can be relayed to cell B.
Thus, the reduction in CBR in cell A is relatively smaller. In scenario 1, since there are already

160 Relaying Nodes in cell B at the beginning, once load balancing is enabled, the load of the

Call Blocking Ratio Vs Relaying Nodes in Cell A
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Figure 4.2: Comparison of Call Blocking Ratio among different cells with and without

load balancing under various numbers of relaying nodes in cell A
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Figure 4.3: Comparison of Call blocking Ratio among different cells with and without

load balancing under various numbers of relaying nodes in cell B
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Source Nodes in cell A which are near to the border of cell B can be relayed immediately to cell
B using the abundant Relaying Nodes in cell B. In other words, the presence of Relaying Nodes

in cell B provides a faster reaction in load migration.

4.2.2 Load Deviation

Figure 4.4 and Figure 4.5 respectively show the load deviation among cells in scenario 1 and
scenario 2 are reduced when load balancing is enabled. When the number of Relaying Nodes in
cell A or cell B increases, the load deviation is further reduced. This is because more routes can
be found for load migration between cell A and cell B. Figure 4.4 shows a graduate drop of load
deviation. It also shows that the load deviation drops relatively more quickly when the number of
relaying is beyond 40. It is because when the number of relaying nodes is below 40, few relaying
node fall into the region near the border of cell B. When the number of relaying nodes is
sufficiently large, i.e. beyond 40, there is a higher chance that the relaying node falls near to the
border of cell B. These relaying nodes can be used to relay traffic for several connections. Thus,
the load deviation starts to drop relatively more quickly. In Figure 4.5, load deviation does not
drop until the number of Relaying Nodes in cell B is greater than 40. This demonstrates that the
Relaying Nodes in cell B are more effective in load migration than the Relaying Nodes in cell A.
When the number of Relay Nodes in cell B is beyond 120, the rate of reduction slows down
because most Source Nodes has already shifted their load to their neighboring cell. These reasons

also apply to the results of Maximum Load Deviation in Figure 4.6 and 4.7.
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Figure 4.4: Comparison of average load deviation among cells with and without load

balancing under various numbers of relaying nodes in cell A
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Figure 4.5: Comparison of average load deviation among cells with and without load

balancing under various numbers of relaying nodes in cell B
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Figure 4.6: Comparison of average maximum load deviation of the system with and

without load balancing under various numbers of relaying nodes in cell A
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Figure 4.7: Comparison of average Throughput of the system with and without load

balancing under various numbers of relaying nodes in cell B

4.2.3 Throughput

Both Figure 4.8 and Figure 4.9 show that the average BS (system) Throughput is increased when
load balancing is enabled. Since the load balancing effect reduces call blocking ratio, more calls

can be served and the system throughput is increased.
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Figure 4.8 shows that the throughput decreases gently when the number of Relaying Nodes
increases. Although more Relaying Nodes increases the chance of load migration, the number of
hops per route also increases. The increase of hop count introduces more delay for a packet. In
other words, fewer packets arrive at their BSs in same period of time. Thus, throughput is

relatively lower.
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Figure 4.8: Comparison of average Throughput of the system with and without load

balancing under various numbers of relaying nodes in cell A
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Figure 4.9: Comparison of average Throughput of the system with and without load

balancing under various numbers of relaying nodes in cell B
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In Figure 4.9, the throughput does not decrease with the increase in the number of Relaying
Nodes in cell B. This is because the Relaying Nodes that are already in cell A dominate the
packets’ delay. Source Nodes in cell A start communicating with the BS using multi-hopping
from the beginning, increasing the delay and, hence, the initial throughput in Figure 4.9 is lower

than the initial throughout in Figure 4.8.

Figures 4.10a and 4.10b show the variation of throughput of cell A, B, and C with time when load
balancing is enabled and disabled, respectively. The number of Relay Nodes in cell A, B, and C
are 0, 160, and 120 respectively. When comparing these two figures, it can be seen that the load
difference among the three cells is smaller when load balancing is enabled. The effect is more
appealing when the state of the simulation becomes steady at simulation time 17 seconds and
beyond. Figures 4.11a and 4.11b shows that the effect of load balancing on load deviation
reduction is even better. This is because more Relaying Nodes are present in cell A. The number
of Relay Nodes for Figures 4.11a and 4.11b in cell A, B, and C are 160, 160, and 120,

respectively.
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Figure 4.10: Throughput of three cells with Relay Nodes in Cell A:B:C = 0:160:120.

a) Without load balancing, b) With load balancing
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Figure 4.11: Throughput of different cells with Relay Nodes in Cell A:B:C =

160:160:120. a) Without load balancing, b) With load balancing

4.2.4 End-to-End Delay

Figure 4.12 shows that the average End-to-End Delay of packets is higher when load balancing is
enabled. This is because the average number of hops in inter-cell routing, i.e. load balancing is
enabled, is higher than the average number of hops in intra-cell routing, i.e. load balancing is not

enabled.
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When the number of Relaying Nodes in cell A increases, the delay in both load balancing and
without load balancing situations increases. This is because the increase in the number of
Relaying Nodes in cell A increases the number of hops in both intra-cell and inter-cell routing.
When the number of Relaying Nodes is more than 120, the increase of delay slows down because

most routes reach the Maximum Hop Count.
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Figure 4.12: Comparison of average End to End Delay of packets with and without load

balancing under various numbers of relaying nodes in cell A
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Figure 4.13: Comparison of average End to End Delay of packets with and without load

balancing under various numbers of relaying nodes in cell B
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Figure 4.13 shows that the average delay is higher when load balancing algorithm is enabled
except for the time when the number of Relaying Nodes in cell B is about zero. At that time, a
large number of Relaying Nodes are already present in cell A and too few Relaying Nodes are in
cell B. The Source Nodes in cell A start communicating with the BS using multi-hopping which
causes high packet delay. Since cell A has the largest number of Source Nodes in the system, the
average delay in cell A dominates the average delay of the system. Thus, a higher system delay is
obtained. When load balancing is enabled, Source Nodes near to the boundary of cell A are
relayed to cell B. Since there are fewer Relaying Nodes in cell B at that time, the number of hops
of the intra-cell relaying routes is smaller. In other words, the Source Nodes, which are originally
using more hops to communicate with their BS, uses fewer hops to communicate with their new
BS. Thus, the delay is smaller than the delay without load balancing at that time. The slope of the
curve in Figure 4.13 is gentler than the slope of the curve in Figure 4.12. This also reflects that

the delay in cell A is dominated the delay in the system.

When the number of Relaying Nodes in cell B is beyond 20, the delay with load balancing
enabled is higher than the delay without load balancing. This result is consistent with the result in

previous Figure 4.12.

Although delay seems longer when load balancing is enabled, if the capacity (data rate) gain due
to the reduction in transmission distance is taken into account, the actual delay should be shorter

and system throughput would be higher.

4.3 Summary

Simulation results show that ALBAR framework reduces the Call Blocking Ratio of hot cells,

balances load among cells, and increases system Throughput. End-to-end delay only slightly
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increases. The Call Blocking Ratio in a hot cell is reduced because the load in the hot cell is
relayed to its neighboring medium hot cell through the Relaying Nodes. The load of the medium
hot cell is also relayed to its neighboring cool cell such that the medium hot cell has more
available capacity to accept the load from the; hot cell. When the number of relaying nodes in the
hot cell or the medium hot cell increases, the Call Blocking ratio of the hot cell is further reduced.
Results show that the Relaying Nodes inside the neighboring cells of a hot cell are more effective
for load balancing than the Relaying Nodes inside the hot cell. The load deviation among cells
with load balancing is lower than that of without load balancing. The increase of system (BSs)
Throughput is because of the decrease of the Call Blocking Ratio of the hot cell. In other words,
more call requests are accepted. Thus, the system throughput increases. The slight increase of the
end-to-end delay is because relaying requires more hops. f the capacity gained due to the
reduction in transmission distance is taken into account, the actual delay is expected to be smaller

and the system throughput would be even higher.
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Chapter 5

Conclusions and Future Work

In this thesis, we developed a load balancing and relaying framework, called A-cell Load
Balancing Relaying Framework (ALBAR) for 3G TDD W-CDMA multi-hop cellular systems.
This framework includes a load balancing scheme called A-Cell Load Balancing (ALBA), a
routing scheme called A-Cell Adaptive Routing (ACAR), and a slot assignment scheme called
Extended-Delay Sensitive Slot Assignment (E-DSSA). This framework integrates load balancing,
routing and channel allocation functionalities to provide a more realistic solution for the 3G
multi-hop cellular environment. This framework is adaptive and can be applied to different
environments in terms of network topology, load distributions, and relaying route availability. It
is based on the contention-free medium access technique W-CDMA so that radio resources are
better utilized. The usage of licensed band instead of ISM band avoids co-channel interference

and channel competition with other non-cellular users.

ALBA reacts to load unbalance situations promptly, i.e. in an on-demand fashion — hence
reducing the load balancing overhead. It is designed to suit the dynamic load situation of 3G
cellular systems, yet can also be applied to conventional cellular systems. The sensitivity of the
load balancing effect can be adjusted by setting the values of Network Load Deviation Threshold

and Load Sampling Period.
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ACAR fully utilizes the dynamic cell size characteristic (cell breathing effect) of CDMA cellular
systems. It is suitable for both densely and sparsely connected multi-hop cellular networks. Route
discovery can be performed in a single hop for all nodes which are within the coverage of a cell
simultaneously. Routing overhead is greatly reduced and call requests within the maximum
coverage of a cell will not be denied. Similar to ALBA, ACAR employs an on-demand strategy.

Therefore, the routing overhead is further reduced.

E-DSSA is an extension of the DSSA scheme. It inherits the merits of DSSA that it resolves
channel conflicts. Directive antennas are used to reduce interference and increase spatial reuse. In
addition, E-DSSA avoids the consecutive channel conflicts that occur when a mobile terminal is
designed to be able to send and receive signals simultaneously. It also avoids the time slot conflict
that happens when a mobile terminal is designed not to send and receive signals simultaneously.
E-DSSA addresses the dynamic cell size characteristic of CDMA cellular system by using the

Last Hop Node Interference Constraint.

This framework is especially useful for 3G cellular systems in which load situations are highly
dynamic. This framework can be backward compatible with 2G CDMA systems on the condition
that BSs are coordinated. Simulation results show that the framework reduces the call blocking
ratio of a hotspot cell significantly. Load deviation among cells and maximum load deviation are
also reduced. System throughput increases. End-to-end delay of packet increases only slightly. If
the capacity gain due to the reduction in transmission distance is taken into account, a higher

system throughput and a lower end-to-end delay of packet will possibly be obtained.

In the future, a load-aware Call Admission Control (CAC) scheme for multi-hop cellular systems
can be developed and incorporated into our framework. The frequency of the execution of the

load balancing routine can be reduced. Thus, the overhead of sending and receiving information
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and processing can be reduced. We will also add a Quality of Service (QoS) provisioning
component to this framework. A detailed comparison of ACAR with other multi-hop cellular
routing protocols can be performed, and the applicability of this framework to other networks

such as mobile ad hoc networks and sensor networks investigated.
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Appendix A

Confidence Intervals

Since simulation results are estimates, the confidence level of these estimates has to be specified.
With a certain confidence level, the confidence intervals can be calculated. Confidence intervals
of the mean value of simulation results can be used to estimate the accuracy of the results.

Considering the results of n independent simulation runs: X;, Xy, ..., X,, for the same experiment.

The sample means, X , of the results is given by

n

2 X
')'(" _ =l
n

The variance of the distribution of the sample values, S f is given by

> (X, - X)
SZ = i=1

X

n—1
The standard derivation of the sample mean is given by

S

X

n

Under the assumption of independence and normality, the sample mean is distributed in
accordance to the Student’s ¢ distribution. Then the confidence interval of the 100(1-a)%

confidence level for the sample mean of the simulation runs is given by

X teg,

where
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and #,,, y_, is the value of the r-distribution with n-1 degrees of freedom with probability o /2.
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