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Abstract
The proliferation of the Internet of Things hing-
es on the successful internetworking of  billions 
of devices. While many approaches advocate 
for building on a thus-far versatile Internet infra-
structure, many faltering claims for scalability will 
hinder IoT operation and responsiveness. At the 
heart of the problem, IoT is largely disparate in 
operational mandates, communication technol-
ogies, and access schemes. While such diversity 
could be empowering, the status quo lacks stan-
dardization, and these factors are hindering large-
scale IoT connectivity [1]. Simply put, IoT devices 
are developed by different manufacturers, and 
hence understand different digital languages and 
communication procedures. A successful glob-
al IoT deployment must find ways to intercon-
nect things, allowing data from these objects to 
be usable across the IoT network. We elaborate 
on the architectural challenges in scaling the IoT, 
and highlight mainstream approaches in intercon-
necting devices across IoT infrastructures, both 
physically and semantically. We propose a novel 
architectural approach to bridging Internet-based 
IoT networks with cellular-based IoT systems, and 
explore the ensuing development of interoper-
able IoT systems. We propose the inclusion of 
a DOI module in the cellular-network-based IoT 
platform that handles general IoT data access 
for both cellular and Internet-based IoT nodes. 
The DOI will implement access and identification 
methods transversally across the two architectures 
such that any IoT node could interact with this 
module, thereby allowing general IoT services 
over cellular networks. The primary contribution 
of this article is the introduction of the DOI in cel-
lular networks, emphasizing how the proposed 
architecture can address the aforementioned chal-
lenges.

Challenges in 
Ubiquitous IoT Operation 

The unprecedented number of things that Internet 
of Things (IoT) networks will interconnect calls for 
urgent action on how these objects and devices 
will be jointly managed for effective global device-
to-device (D2D), device-to-infrastructure (D2I), 
and device-to-human (D2H) interactions. Several 
works have thus recently explored IoT architec-

tures that can be embraced either vertically or 
transversally across the industry [2–5].

There are two prominent IoT architectures 
being explored: cellular-network-based and Inter-
net- or information technology (IT)-based plat-
forms. The former is being promoted by cellular 
network players/standards bodies such as the 
Third Generation Partnership Project (3GPP) 
and its member companies like Ericsson, Hua-
wei, Qualcomm, and Vodafone, while the latter is 
being promoted by global IT players and Internet 
standards bodies such as the Internet Engineering 
Task Force (IETF), European Telecommunications 
Standards Institute (ETSI), Cisco, IBM, and Tele-
fonica [1, 2, 6]. However, IoT connectivity faces 
a number of challenges across both architectural 
umbrellas. We hereby address five major chal-
lenges that are hindering ubiquitous connectivity 
in the IoT. 

Ad Hoc Device Identification and  
Registration

The core premise of IPv6-enabled identification,  
that is, connecting every possible IoT device 
to the Internet, presents significant challenges 
in managing concurrent connectivity (under a 
given gateway or access point), managing Name 
Address Translation (NAT) address spaces, and 
ensuring proper authentication for devices that no 
longer conform to a client-server coupling. That 
is, simply enabling unique identification via 2128 
addresses over IPv6 does not imply that control, 
medium access control (MAC), and management 
planes can cater for ad hoc plug-and-play access 
to IoT devices. While earlier research argued for 
RFID-based identification [1], the scalability of 
this approach is capped by placement and power 
of RFID readers, parallel singulation approaches, 
challenges in coverage and capacity across RFID 
technologies, and sheer security/privacy challeng-
es. Even with rapid standardization efforts, mass-
scale identification using RFID remains an open 
challenge in IoT systems [7]. 

More importantly, as the IoT scales, the 
responsiveness of different services cannot always 
assume uniform packet-level routing as support-
ed over the current Internet. In fact, significant 
resource management planes are needed to 
ensure that tactile Internet and other real-time 
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services are able to access IoT devices with guar-
anteed delay and quality requirements [8]. The 
proposed digital object identifier (DOI) architec-
ture provides an interface to the cellular system 
that can recognize the addressing and identifi-
cation systems adopted in the IoT, thus allowing 
interaction between the systems.

Robust Authentication and Security
One of the most challenging hindrances to IoT 
uptake is establishing security. This lack of trust in 
how IoT devices are authenticated and included 
under an IoT paradigm is hindering the develop-
ment and adoption of many services, especially 
when direct consumer interaction is involved [9]. 
This, for example, is the main reason behind the 
slow uptake of home automation IoT solutions, as 
they are often seen as security vulnerabilities. 

The status quo in IoT is adopting a centralized 
authentication model per IoT “zone” [2]. That 
is, given an area where an IoT hub or backhaul 
access point would be deployed (e.g., in a home 
automation system), IoT things would authenti-
cate their access to that access point, and there-
after carry out D2D communications. Security is 
then introduced on a number of layers, depend-
ing on the underlying authentication model. 
For example, some IoT products (e.g., Arduino 
Yun and Raspberry PI) are built on single board 
computers (SBCs) integrated with sensors. These 
systems have security and TCP/IP-based commu-
nication modules built in them [1]. 

Our security and authentication challenges are 
not in their specific implementations, but rather 
in realizing them across heterogeneous things in 
the IoT. That is, if IoT is built on efficient commu-
nication between devices registered (and authen-
ticated) by heterogeneous entities, how can we 
establish trust and secure communication across 
these systems? More importantly, many challeng-
es arise from the inherent vulnerabilities of the 
Internet as a connecting backbone, whereby end-
to-end secure channels could be established, but 
identity revealing associations and potential vul-
nerabilities from the aggregation of IoT traffic are 
not trivially solvable.

Managing Heterogeneous D2X  
Communication 

Sheer traffic over the Internet is already posing 
a challenge in scalability, mainly driven by video 
content demand and sheer connectivity of M2M 
and IoT devices. Simply assuming that ad hoc 
connectivity of IoT devices to the Internet will 
somehow enable their coordinated operation is 
unrealistic. This is a pressing challenge, especially 
when we account for the sheer amount of IoT 
traffic, projected to grow from 1 Exabyte/month 
in 2015 to 6.3 Exabyte/month by 2020 [10]. 

Our challenges in managing heterogeneous 
D2I/D-H (D2X) communication surpass simple 
association, identification, and authentication 
of IoT things. A scalable approach to resource 
discovery, access, communication, and control 
must take into account the growing demand on 
the Internet, and the possibility that we cannot 
depend on it as a backbone architecture for all 
D2X communication. As the Internet strives to 
scale with growth in video demand, piggyback-

ing both control and data communication on the 
Internet will slow down IoT systems, and inevi-
tably hinder their expansion in regions where 
access to broadband Internet is not abundant.  

This challenge is further manifested in IoT 
applications that target emergency response, 
disaster mitigation, and power failures, or are 
simply deployed in regions without Internet 
access. While major strides have been achieved 
in improving ad hoc D2D communication with-
out the Internet, especially in home automation, 
most IoT infrastructures argue for offloading 
control and data management to cloud services 
or remote servers. In a technology that promis-
es global connectivity and remote management 
of devices, we are in need of newer approaches 
than simple cloud services offloading if IoT sys-
tems are to augment existing Internet-based com-
munications. 

Surviving the RF Smog
The sheer amount of devices competing for RF 
access in a given frequency band are drawing 
increasing challenges in MAC protocols, especial-
ly for devices operating on the industrial, scien-
tific, and medical (ISM) bands. As we attempt to 
survive the ensuing RF smog [11], IoT devices are 
inevitably dragged by other networks, especially 
those operating over the IEEE 802.11/15 families. 

While these challenges are currently 
researched under cross-technology interference 
(CTI) management schemes, such as CrossZig 
[12], we need to build on dynamic provisioning 
of channel assignments under fifth generation 
(5G) developments and other dedicated infra-
structures. Spectrum allocations and operating 
on licensed and unlicensed bands should be fur-
ther investigated to establish mission-critical and 
time-sensitive IoT connectivity.

Standardizing IoT Interfaces 
Many IoT alliances and standardization efforts are 
taking place, mainly because this technology has 
outpaced any concrete definition or consensus on 
how it will operate or what it will encompass. A 
major challenge was identifying how IoT systems 
will interact, and discussions started on wheth-
er we should build toward a common backbone 
(being the Internet) or if specific modules should 
be introduced to achieve functional integration 
between IoT systems.

Currently, there are three major IoT allianc-
es driving the development of systems and stan-
dards: the AllSeen Alliance (building the AllJoyn 
framework), the Industrial Internet Consortium 
(IIC), and the Open Interconnect Consortium 
(OIC). These are augmented by the IEEE P2413 
standard for an architectural framework for the 
IoT. In addition, there are some specific markets 
such as home automation, which is led by Goo-
gle’s Thread group.  

A major challenge in most of these standard-
ization efforts is the disparate definitions of IoT on 
which they are built. While some alliances aim to 
integrate with others (e.g., Thread, which is likely 
to adopt AllSeen or OIC for upper layers), others 
are redefining different components of the IoT 
system based on the industrial backing of specific 
technologies. As a result, it is difficult to draw an 
architectural common ground on which new IoT 
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systems could interact and develop ubiquitous 
access. 

Status Quo in Internet-Based 
IoT Connectivity

The IETF-based standardization effort has also 
recently led to the release of the IoT architectural 
reference model (IoT-A) document [13]. This ref-
erence model formed the basis for some emerg-
ing Internet-based IoT testbeds/platforms such as 
the Hypercat project funded by the Technology 
Strategy Board (TSB) in the United Kingdom [4], 
and the Padova smart city project [3]. Figures 1 
and 2 illustrate the architectures used in these two 
systems, respectively.

Hypercat is a hub-based middleware project 
that aims to demonstrate a worldwide interopera-
ble hubs development platform, where each hub 
implements hyper catalogs that are accessible by 
end-user applications and by other hubs, allowing 
IoT nodes connected to these hubs to be discover-
able and addressable anywhere from the Internet. 
In the Hypercat architectural model shown in Fig 
1, services and applications connect to a data hub 
running middleware programs via an IP network, 
and the hub in turn manages access to a worldwide 
network of hubs containing catalogs describing the 
uniform resource identifiers (URIs) of connected 
things. Each item in a catalog refers to a single IoT 
resource via its URI, which may be an IoT node or 
another catalog containing lists of URIs [4].

The resource discovery phases in Hypercat 
are illustrated in Fig. 3, whereby an application 
attempts to find and access a resource from the 
hub catalog. Applications are therefore able to 
uniquely address connected things and use the 
data received from these things for their intended 
services. 

All communication takes place over the Inter-
net, and the middleware is responsible for provid-
ing the transcoding operations needed between 
IoT protocols implemented on the connected 
things and the Internet protocol implemented on 
the interconnecting IT networks. 

The Padova project adopts a similar concept 
as the IoT applications, and services considered 
are also web-based. In the system architecture, 
a remote user connects to a server via web links 
and runs an application, such as smart city appli-
cation on a municipality network, to capture nec-
essary data as shown in Fig. 2. IoT nodes in the 
system are all based on IEEE 802.15.4 (wireless 
sensor networks standard) and 6LoWPAN, which 
is a constrained version of the Internet (IPv6) 
protocol for low-capacity IoT devices. Nodes col-
lectively deliver their data to a sink node, which 
connects to a gateway. Three distinct functional 
layers have been identified as abridged versions 
of the current Internet protocol stack that can be 
implemented on low-capacity IoT nodes to enable 
them to be reachable/uniquely addressable from 
the Internet via an IoT middleware system. These 
are the data encoding, transport, and network 
layers [3]. On the Internet, protocols available in 
these three layers are HTML/XML, HTTP/TCP/
UDP, and IPv4/IPv6, respectively. On the IoT 
networks, efficient XML interchange (EXI), con-
strained application protocol (CoAP), and 6LoW-
PAN are implemented as constrained versions of 
the respective Internet protocols in these three 
layers.

The IoT gateway has the role of interfacing 
the constrained IoT protocol with the Internet 
protocol and performing the transcoding need-
ed between them. Note that IoT nodes are also 
free to implement any of the unconstrained 
Internet protocols such as UDP and IPv6 if they 
have resources in the IoT device to do so. Gate-
way transcoding operations are simply skipped 
when all nodes in the IoT network implement the 
unconstrained protocols.

The Hypercat and Padova projects are essen-
tial for Internet-based IoT because they comple-
ment one another. One focuses on the semantic 
interoperability of machine readable IoT node 
discovery systems, while the other focuses on the 
interconnection of IoT devices with the Internet. 
When these two projects are harmonized, a foun-
dation for an interoperable Internet-based IoT sys-
tem could be realized. 

The Drive of Cellular IoT
The 3GPP members initiated the standardization 
of narrowband IoT (NB-IoT) in LTE for cellular sys-
tems in its Release 13 specifications document 
of September 2015, which was finalized in June 
2016 [6]. Support for bandwidth-intensive IoT 
applications, however, is expected later in future 
cellular IoT standardization efforts in the context 
of the fifth generation (5G) cellular standard. 5G 
cellular is expected to drive large numbers of IoT 
connections given the enhanced data rate/capac-
ity expected in the 5G system, and the improved 
outdoor RF coverage achievable when using large 

Figure 1. A hub architecture for Internet-based IoT (e.g., as adopted in Hypercat [4]).
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numbers of base stations (BSs) prompted by the 
limited millimeter-wave (mmWave) reach [14]. It 
was shown in [14] that 5G base station spacing 
could be as small as 100 m apart, which is similar 
to present-day streetlight spacing. Such BS den-
sity will suitably serve city-wide IoT coverage for 
smart city and other applications. For this reason, 
many recent research works have developed 5G 
channel models suitable for both cellular and IoT 
connections [15].

According to the current cellular IoT speci-
fication, the NB-IoT system can be deployed in 
three scenarios: “in-band,” utilizing radio resource 
blocks within a normal LTE carrier; in the unused 
radio resource blocks within an LTE carrier’s 
guard-band; or as a “standalone” deployment in 
a dedicated spectrum. The standard allows IoT 
connectivity based on orthogonal frequency-di-
vision multiple access (OFDMA) signaling in LTE 
using 180 kHz RF bandwidth for both uplink and 
downlink [6]. This is enough to support IoT appli-
cations that have low throughput and low delay 
sensitivity requirements, such as smart meter read-
ing, environmental data sensing, and basic retail 
data displays/services. It may also support some 
intelligent transport system (ITS) and healthcare 
applications that do not require video signals. We 
discuss below a use case for a class of IoT appli-
cations and services that can be realized using the 
current cellular IoT standard.

In a cellular-network-based IoT architecture, 
IoT devices (mobiles, RFID, etc.) owned by active 
subscribers to cellular networks connect to the 
IoT infrastructure of the cellular network and are 
able to connect to the Internet via the middle-
ware implemented by the operator. What is miss-
ing in such an architecture are methods by which 
IoT devices based on other IoT visions, such as 
the IETF’s protocol stack, could be identified and 
allowed access to the IoT networks via the oper-
ator’s middleware, especially without compromis-
ing the security of the cellular system.

Not only will cellular-IoT enable high-speed 
data access and wider coverage, but it can drive 
many advancements in ubiquitous services, espe-
cially time-critical ones such as health services. For 
such services, It is infeasible to build such services 
on multi-homing devices (ones that connect to 
multiple networks, e.g., cellular and WiFi, in an ad 
hoc manner) under the stringent connectivity and 
mobility demands. In fact, the support for high 
mobility and always-on connectivity in 4G-LTE/5G 
networks could expedite the uptake of cellular 
connectivity in wearable devices (by far the larg-
est adoption in IoT technologies). Currently, cel-
lular connectivity in wearable devices lagged at 
only 3 percent in 2015, and is projected to grow 
to a mere 7 percent in all wearable technologies 
by 2020 [10].

Bridging IoT Devices: the Status Quo
Both cellular and Internet IoT architectures have 
modules that allow data flow from an application 
to a middleware (or data hub), and then to the 
connected things (IoT nodes and modems/digital 
objects/mobile phones/computing devices, etc.). 
For the case of cellular-based IoT architecture, the 
middleware manages the connected things via an 
IP-based access network, over wireless links based 
on the cellular or Wi-Fi standard. In the case of 

the IT-based architecture, the middleware manag-
es the connected things via any network with IP 
compatibility. The nature of the final connectivity 
to the connected things is thus unspecified, allow-
ing both wireless and wireline links. However, the 
connected things are IoT nodes with full protocol 
stack, specified in the IoT-A standard, implement-
ed on each node. 

With these protocols implemented on an IoT 
node, end-to-end services can be delivered over 
any IP-based network such as the Internet, as well 
as 4G-LTE/5G cellular networks via a middleware 
offering the transcoding service needed between 
the Internet and the constrained IoT protocols. 
However, cellular networks must first include 
modules in their architecture that extend wireless 
access to such IoT nodes to offer such services, 
and devise innovative “on demand” subscription 
procedures suitable for the same. 

To this end, we propose the inclusion of a 
DOI interface at the bottom of the middleware 
in the cellular network architecture, where map-
ping between the addressing/identification meth-
ods used in both cellular and Internet IoT systems 
could be implemented. This allows interoperable 
cellular and Internet IoT services to be deliverable 
over cellular networks.

Proposed Architecture:  
The Cellular-IoT Bridge 

Our objective is to enable modular interconnec-
tion between cellular-based IoT systems and their 
Internet-based counterpart. In addressing the 
challenges stated previously, we aim to integrate 
a DOI module that will enable rapid discovery, 
identification, authentication, access, and con-
tinuing communication with IoT devices that are 
connected to a cellular system. We present an 
architecture to interface these two systems to the 
cellular network architecture via a DOI module. 
The DOI can be updated as more standardized 
Internet IoT platforms emerge, and opens the 
door for policy management frameworks that will 
regulate heterogeneous access. An IoT protocol 
stack (e.g., based on the IoT-A standard spear-
headed by IETF/ETSI) could be implemented in 
IoT nodes in order to connect them to the net-
work infrastructure. 

The architectural interaction between cellu-
lar and Internet-based IoT can be achieved via 
the introduction of a DOI module at the middle-
ware level of the mobile network architecture, as 
shown in Fig 4. In the proposed modified cellular 
network architecture, the DOI will have the func-
tionality to communicate with and identify IoT 
nodes belonging to cellular network and other 
IoT platforms, and decide on the types of ser-

Figure 3. Internet IoT architecture based on the Padova smart city project [3].
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vices the network operator can offer to them. This 
provision has immense benefits for cellular net-
work operators. It allows off-the-shelf IoT modems 
and devices to be purchased by end users and 
deployed for IoT access on cellular networks in a 
plug-and-play manner by simply purchasing SIM 
cards from the desired network operator, similar 
to the way smartphones are utilized today across 
different technology platforms and cellular net-
works. Without the proposed architecture, such 
plug-and-play integrated services will not be pos-
sible: IoT devices must be manufactured for par-
ticular cellular networks, making IoT technology 
adoption across various industries somewhat slow 
and expensive.

Benefits of this integrated architecture include 
helping to drive volumes of common IoT devices, 

which reduces manufacturing cost for IoT compo-
nents, opening ways for new enterprise solutions 
such as IoT hotspot services based on availability 
of IoT connectivity from long-reach and robust 
cellular links, and increased revenue for cellular 
operators by billing IoT hotspot service providers 
per nodes connected. This provision has immense 
benefits for cellular network operators. It allows 
off-the-shelf IoT modems and devices to be pur-
chased by users and used for IoT access on cel-
lular networks by simply purchasing modems or 
SIM cards, similar to the way smartphones are uti-
lized today across different technology platforms.

Impact of Cellular IoT with DOI: 
Sample Scenarios 

Many IoT services are projected to encompass 
highly mobile devices (e.g., in vehicles or wear-
able devices for transiting passengers), and we 
are in need of an architecture that inherently 
manages handovers, high-speed data access, and 
user/device mobility. The proposed architecture 
will prove particularly useful in discovering IoT 
resources in dynamic settings, soliciting sensing 
tasks over vehicles on the road, delivering low-la-
tency access to sensor readings for traffic man-
agement and emergency response systems, and 
leveraging ubiquitous access managed on reliable 
cellular infrastructures. 

In another scenario, where autonomous vehi-
cles require rapid access to contextual data from 
nearby IoT resources, it would be crucial to con-
nect to a cellular IoT system with DOI support 
to leverage nearby resources in near time, and 
offload significant overhead in managing commu-
nication and discovery messages to the cellular 
infrastructure, especially as service coordination 
on top of such resources will dictate low latency 
and rapid authentication hardly realizable by any 
Internet-based IoT architecture, whether propri-
etary or hub-based.

While many IoT architectures are advocating 
for localizing D2D and D2I communication to 
zones of interest, such as within a home/office/
vehicle setting, it is important to cater for ubiqui-
tous access beyond these zones. That is, the cel-
lular IoT umbrella can realize a synergy between 
existing zone-based IoT systems, whether via 
physical (e.g,, Amazon Echo) or virtual hubs and 
large-scale IoT systems. This can be achieved by 
direct translation schemes that adopt one-to-one 
mappings between the DOIs’ input and the URIs, 
as shown in Table I. This, for example, can extend 
the umbrella of remote patient monitoring, which 
can enable contextual information (e.g., location, 
room temperature, ambient activity) in pairing up 
with wearable technologies and otherwise dispa-
rate systems to deliver a fine-tuned overview of 
patient status to health care professionals. 

As we advocate for scalable IoT access over 
cellular and Internet-based IoT systems, we 
empower services that can aggregate a multi-
tude of infrastructures and orchestrate high-level 
services on those provided exclusively by each 
paradigm. These services can thereby integrate 
authentication and access advantages from cellu-
lar IoT, with service management and orchestra-
tion that is empowered by hub-based or semantic 
service matching over Internet-based IoT systems.Figure 4. Proposed cellular-network-based IoT architecture with DOI module.
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Table 1. Sample input/output mappings at the DOI; the URIs are ubiquitously 
discoverable from the Internet.

Digital object data and access type DOI input DOI output

RFID via IoT access Tag ID Tag ID mapped to URI

IoT data collected by smartphone and 
received via IoT access

GS1/QR codes Codes mapped to URI

Sensing node via IoT access Unique node ID ID mapped to URI

Generic IoT devices IPv6 address Device IP mapped to URI
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