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Abstract

Driver risk profiling is an emerging scheme in the field of Intelligent Transportation

Systems (ITS). Conventionally, a risk score of a driver is calculated on a per-trip basis

according to the number of harsh braking, hard cornering, aggressive acceleration, and

excessive speeding events. Risk scoring in the academic literature and industry has

two main limitations. First, risk scoring has been primitively performed based on a

pre-assumption on the risk weights of driving behaviors. Second, the conventional

method of risk scoring ignores the individual differences between drivers and the

variation in their skillfulness levels.

In this thesis, we tackle the first limitation through the utilization of the Strategic

Highway Research Program 2 (SHRP2) large-scale Naturalistic Driving Study (NDS)

dataset (i.e., the largest of its kind to date) and performed by Virginia Tech Trans-

portation Institute (VTTI) to develop reliable and robust risk scoring functions. We

first utilize the behavioral information of more than 3,000 drivers during crash, near-

crash and normal driving events to develop a robust machine learning model that is

able to predict the driving risk quantified in terms of crash and near-crash events of

drivers given their long-term behavioral patterns. A complete driver profiling frame-

work that considers the joint effect of driving behaviors and environment conditions
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on driving risk is then proposed and validated. Validation results indicate the ro-

bustness of the developed models and framework. Then, a novel safety-based route

planner that utilizes the personalized risk profiles of drivers in suggesting individual-

ized routing options is proposed and analysed through a real-world case study that

highlights the significance of the proposed route planner.

To tackle the second limitation, we propose a fault inference profiling system in

which drivers are profiled based on their individual risk rate. Following the detection

of risky events, proposed system can infer the fault contribution of drivers using the

time-series radar and vehicular data prior and after risky events. Fault inference is

performed through training five customized Hidden Markov Models (HMMs), each

representing a behavioral class, on 248 risky events. Promising classification results

are obtained and discussed.
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Chapter 1

Introduction

1.1 Motivation

According to Canada’s Road Safety Strategy (RSS) 2025 statistics [1], approximately

2,000 fatalities and 165,000 injuries (∼ 10,000 serious injuries) occur annually in

Canada due to traffic-related accidents. This, in turn, costs society an estimated $ 37

billion each year which is approximately 2.2% of the total Canadian Gross Domestic

Product (GDP). According to Canada’s RSS 2025, there are key contributing factors

that cause collisions. Among these factors, high-risk driving is considered the primary

cause of road accidents. High-risk driving refers to certain driving behaviors that

are attributed to high collision rate. This includes exceeding speed limits, alcohol

and drug impaired driving, distracted driving, aggressive driving, and driving while

fatigued. Figure 1.1 depicts the percentage of total collisions in Canada attributed

to each of the aforementioned behaviors.

The recent advancements in vehicular sensing and predictive modelling enabled

the deployment of various Intelligent Transportation Systems (ITS) applications that

have the potential to lower the currently high crash rates. For instance, many car
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Figure 1.1: High-risk driving statistics

manufacturers are incorporating predictive models in Advanced Driver Assistance

Systems (ADAS) to predict risky maneuvers before they occur and warn drivers

accordingly [2]. Another emerging ITS application is driver risk profiling. Driver risk

profiling is based on the detection of risky events after their occurrence and providing

drivers with risk scores that reflect their driving behavior.

Driver behavior characterization and profiling has a growing relevance in many

fields. For example, in the area of fleet management, fleet administrators are usually

interested in keeping track of the driving patterns of their fleet drivers to warn them if

unacceptable behavioral attitude is detected. In addition, the classification of drivers

based on their driving competencies is used by some insurance companies to adapt the

car insurance premiums of drivers by what is known as Pay-How-You-Drive (PHYD)

or Usage-Based-Insurance (UBI) [3]. In PHYD, drivers are incentivized through re-

duced insurance premiums if they are avoiding risky driving maneuvers.

Current risk scoring systems have two main problems. The first is the problem



1.2. OBJECTIVES 3

of subjectivity while the second is the problem of generality. The subjectivity refers

to the widely deployed risk scoring functions that pre-assume associated risks for

different driving risk factors based on subjective opinions or insufficient data. The

problem of generality, on the other hand, reflects the fact that current risk scoring

functions ignore the differences in the personal driving styles of drivers since such

functions are based on absolute behaviors without considering the context of these

behaviors. Although some behaviors such as harsh braking and aggressive driving

may be attributed to high risk rate from a holistic perspective, they may be safe on

a personal level, as drivers vary in their responses to driving situations based on the

differences of the personal traits of drivers.

1.2 Objectives

The objectives of the research work presented in this thesis is summarized below:

1. The investigation of data-driven risk prediction and classification models to

address the problems of subjectivity and generality in the current risk scoring

functions. This is achieved through the utilization and analysis of large-scale

naturalistic driving data-sets.

2. Demystify the terminologies that are used in the context of driver profiling

through proposing a detailed driver profiling framework.

3. Proposing a personalized saftey-based route planning system that incorporates

personal risk profiles of drivers in the suggesting optimal routes.
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1.3 Research Statement and Thesis Contributions

In this thesis, we address the problems of subjectivity and generality in the current

risk scoring functions through the use of large-scale naturalistic driving data-sets.

Specifically, we address the following four research questions:

1. Are the long-term driving behavioral patterns good predictors for driving risk?

2. Are driving behaviors together with their environmental context good predictors

for measuring risk probability? and how to develop a complete risk profiling

framework that takes into account the joint effect of driving behaviors and the

environmental context?

3. How to utilize the environment-stamped risk profiles of drivers towards building

a personalized safety-based route planner?

4. Can we automatically infer the fault contribution of drivers during risky events?

The first and second questions are targeting the problem of subjectivity. The first

question aims to provide a data-driven and simplistic approach for profiling drivers

on a per-trip basis while considering the predicted risk probability of their behavioral

patterns. The second question pushes for providing a complete driver profiling frame-

work that involves predicting the associated risk of driving behaviors coupled with

their environmental context to issue “on the spot” recommendations/warnings for

drivers during their driving trips. The third question is concerned with the utilization

of the personal environment-stamped risk profiles of drivers to suggest personalized

routes that would minimize their individual driving risk. The fourth question is tar-

geting the problem of generality in the current risk profiling functions through adding
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another level in the hierarchy of profiling in which drivers are profiled based on the

actual risk events they are involved in and their fault contribution in such events.

The contributions of this thesis are summarized as follows:

1. To address the first question, a novel data-driven robust profiling system that

assigns risk scores for drivers based on the predicted risk of their behavioral

patterns is proposed. In the proposed system, the frequency of each detected

behavior during a certain driving trip of a subject driver and the trip length are

used through a multi-stage prediction process to forecast the driving risk prob-

ability. Different Machine Learning (ML) algorithms are selected in an initial

selection phase and their hyper-parameters are optimized for the risk prediction

problem. The algorithms are tested on the Strategic Highway Research Pro-

gram 2 (SHRP2) large-scale Naturalistic Driving Study (NDS) data-set which

is the largest data-set of its kind to date. A variety of performance metrics are

adopted to reflect the performance of the utilized algorithms. A driving risk

score is then assigned as a function of the predicted risk. The proposed system

provides a reliable data-driven risk scoring function that can be used in different

industrial domains including telematics insurance companies.

2. To address the second research question, we propose a comprehensive driver

profiling framework that comprises the different computational stages of the

profiling process from the in-vehicle data acquisition to the cloud-based data

processing. In this framework, environment-stamped detected behaviors are

utilized to build an environment-aware risk profiling database for drivers. A

risk profile of a subject driver is computed as a function of the predicted risk of

the different environment-stamped behaviors as well as the driver’s compliance
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to warnings. The performance of the overall scoring system is evaluated using

SHRP2 NDS data-set. This system lays the foundation for a novel personalized

safety-based route planning system that utilizes the personal risk of drivers in

suggesting potential routes.

3. To address the third research question, we propose iRouteSafe, a novel safety-

based route optimizer. The proposed optimizer uses environment-stamped risk

profiles of drivers to suggest routes based on the individual skill levels of the

driver in different driving environments. We use graph theory concepts to define

the routing problem which is formulated as a combinatorial joint optimization

problem where the objective is to find the optimal route that minimizes cost

function composed of a route’s travel time, expected risk, and the personal

driver-specific risk in such driving routes. We present a real-world case study

from Ontario, Canada to highlight the significance of the proposed route plan-

ning system.

4. Finally, the last research question is addressed through proposing a Hidden

Markov Model (HMM) approach for inferring the fault contribution of drivers

during their involvement in risky events. Adding another level in the hierarchy

of risk profiling that considers the individual risk rate of drivers and their fault

contribution in risky events should mitigate the problem of generality in the

current risk profiling systems. Such a problem is attributed to ignoring the

personal differences between drivers in dealing with different driving situations.

The proposed sequence modelling approach is investigated and results show that

this approach can achieve a promising classification accuracy.
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1.4 Thesis Organization

In this chapter, we highlighted the motivations of this work, stated the research

problems, and discussed our contributions. The remainder of this thesis is organized

as follows.

In chapter 2, we provide a background on driver profiling and the state-of-the-

art research techniques on behavior detection, risk scoring and profiling. Also an

overview on the utilized SHRP2 data-set is provided.

In chapter 3, we propose a robust data-driven profiling approach in which drivers

are profiled based on the expected risk of their behavioral patterns. A thorough

analysis on different selected and customized supervised ML techniques for the risk

prediction problem is conducted. The analysis comprises an initial selection phase

for a set of candidate ML algorithms, feature extraction and selection, data filtering,

and performance evaluation.

Chapter 4 proposes a complete cloud-based environment-aware driver profiling

framework. The framework architecture is discussed followed by an analysis on the

performance of the developed prediction model and scoring function.

In chapter 5, a novel safety-based route planner that utilizes the individualized

risk profiles of drivers in providing routes that minimize their personal expected risk

is investigated. The proposed safety-based optimizer is applied to a real-world routing

scenario.

In chapter 6, we propose a fault inference system that classifies the behavior of

drivers during risky events using customized HMM models. Models are evaluated

using a large scale NDS. Lastly, chapter 7 presents a summary of the work presented

in this thesis, the potential future directions and some concluding remarks.
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Chapter 2

Background and Overview

The Internet of Things (IoT) is gaining increasing relevance in many applications due

to the recent advancements in communications, identification and sensing technology

[4, 5]. IoT enables objects to sense and communicate information in real-time which

facilitates information exchange, analysis and decision making [6]. According to the

Gartner report in [7], it is expected that 20 billion IoT devices will be connected

by 2020. This new wave of technology has gained its significance in a wide range

of applications such as in smart homes [8, 9], connected wearables [10], and ITS

applications [11] including driver risk profiling.

According to the World Health Organization (WHO) global status report on road

safety, it is anticipated that road crashes will be the seventh leading cause of death in

2030 unless serious actions are taken [12]. Recently, researchers have been utilizing

the Internet of Intelligent Vehicles (IoIV) technology, with attention on ensuring safe

driving [13]. IoIV technology refers to the dynamic mobile communication between

vehicles (V2V), vehicles and road infrastructures (V2I), vehicles and humans (V2H)

or vehicles and cloud (V2C) with the primary objective of minimizing driving risk

and ensuring a better driving experience.
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Driver risk profiling is an emerging V2C driving application which has particular

significance in the fleet management and car insurance telematics domains [14]. In

fleet management, fleet administrators are keen on tracking the behavior of their

drivers to ensure the safety of their fleets and the roads. Likewise, car companies

are adopting the new PHYD insurance paradigm in which insurance premiums are

adapted according to the real-time behavior of drivers. In both domains, data that

reflect a subject vehicle’s (sv) behavior is collected using smartphones’ embedded

sensors and/or On-Board Diagnostics (OBD or OBDII) units and is then sent to

the cloud for analysis. In the cloud, different Figures of Merits (FoMs) are typically

calculated for each trip using collected data and a driver’s risk score is provided

accordingly.

Modeling the actual risk score based on the detected FoMs is viewed by many

as an intricate problem. The reason is that the process of designing efficient scoring

models necessitates the existence of enough and reliable data, which is not always

available. Consequently, different insurance companies have been adopting several

scoring models that assign different weights to each FoM [15]. Although several

insurers are viewing the number of harsh braking events as the best risk predictor,

there is no common agreement about the statistical significance of such measure.

Among the different data collection approaches, NDSs have recently prevailed

[16, 17, 18]. NDSs provide researchers with the opportunity to study the behavior

of drivers, explore the different driving patterns, and provide data-driven approaches

for calculating the risk associated with several driving behaviors [19]. For instance,

SHRP2 NDS dataset offers an unprecedented amount of driving context data for

almost 9,000 recorded crash and near-crash events and more than 20,000 balanced
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base-line events (i.e., normal driving events proportional to the total driving per

driver) for more than 3,000 drivers [20]. The collected data gives not only the op-

portunity to study the prevalence of behavioral factors during risky events but also

their prevalence through normal driving episodes, which enables the conduction of

statistically sound studies. This dataset is considered by far the largest of its kind.

Consequently, the efficient utilization of such dataset can lead to a formulation of

more robust driving risk models and can provide more insights into the significance

of each risk predictor.

In the next two sections, we first cover the definition of driver risk profiling and

the relevant research work. Then, we provide a background on the utilized SHRP2

NDS dataset.

2.1 Driver Profiling

In this section, we first cover the definition and potential uses of driver profiling. Then,

we discuss the different behavior detection techniques, risk scoring, and profiling

approaches in literature.

2.1.1 Definition and Potential uses

In the literature, the term “driver behavior profiling” has been used to describe dif-

ferent behavioral characterization processes, which may have caused some confusion

since some of the literature used “driver profiling” interchangeably with “behavior

classification or detection.” Although behavior classification is the building block in

the driver profiling hierarchy, other processes such as risk scoring and profiling are

as important as behavior classification. A complete profiling system that includes
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behavior detection, risk scoring, and profiling is still primitively presented in the

literature to date.

Driver profiling is based on acquiring a continuous stream of information about

the behavior of an sv through the use of unobtrusive devices such as OBDII units and

smartphones [21]. This data is then processed and classified into driving behaviors

which are inputted, along with other FoMs such as trip duration, to a scoring function,

as shown in Figure 2.1. A scoring function is a model that can take different forms and

assigns weights to the FoMs according to their risk impact [15]. Conventionally, there

are four driving behavioral FoMs that are utilized as risk quantification measures (i.e.,

risk predictors) to calculate a risk score for a certain driver [15, 14]. These FoMs are:

1. Braking: number of harsh braking events.

2. Speeding (relative or absolute): number of excessive speeding events whether

more than the speed limit or relatively higher than surrounding vehicles.

3. Cornering: number of events when turning at a higher than the posted speed.

4. Acceleration: number of hard acceleration events.

Figure 2.1: Driver behavior classification and scoring.

Several industrial products and research frameworks have been implemented and
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proposed. For instance, car insurance companies have developed different smart-

phone applications that are compatible with IOS and Android operating systems and

are capable of detecting and evaluating the behavior of drivers by utilizing smart-

phones’ sensors such as: accelerometers, magnetometers and Global Positioning Sys-

tems (GPS). Examples include Toronto Dominion (TD) TDMyAdvantge, Aviva Rate-

MyDrive and State Farm DriverFeedback applications [22, 23, 24]. The aggregated

scores over many trips are used to adjust the drivers’ car insurance premiums. Drivers

with high scores (i.e., safe drivers) are incentivized through receiving a significant re-

duction in their car insurance premiums.

Research in the field of behavior detection and risk profiling has taken two main

directions:

1. Driver behavior detection and classification, this includes the detection of cer-

tain events such as aggressive acceleration, and aggressive lane change. [25, 26,

27, 28, 29, 30, 31].

2. The development of risk prediction and scoring functions that accurately reflect

the risk rate given the detected behaviors [3, 32, 33].

While the first direction contains many contributions; proposals and frameworks, the

second has very few. The choice of scoring functions has been very subjective due to

the absence of a frame of reference, which is due to the lack of large-scale and reliable

datasets.

Large-scale driving datasets are necessary to develop a reliable data-driven risk

prediction model that can infer the statistical dependence between detected behaviors

and the expected driving risk (e.g., crash and near-crash probability, where a crash is

any contact that the subject vehicle makes with an object, a vehicle, a pedestrian, a
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cyclist, or an animal either moving or fixed. Also includes inadvertent departures of

the roadway, and a near-crash is any driving conflict that requires an evasive action

to avoid a crash). This model is crucial to provide drivers with fair risk scores based

on the risk potential of their different behavioral patterns. The developed scoring

function can be used within a smartphone application or in a cloud server after the

detection/classification of driving behaviors during a specific driving trip.

2.1.2 Behavior Detection Techniques

Driver behavior detection has been extensively researched in the literature. Authors

in [34] utilized variations of Recurrent Neural Network (RNN) models to detect seven

distinct types of behaviors using smartphone sensors. Authors in [35] evaluated the

performance of four static supervised machine learning algorithms such as Support

Vector Machine (SVM) and Artificial Neural Network (ANN) in detecting seven dif-

ferent driving maneuvers. Authors concluded that Random Forest (RF) algorithm is

superior over other algorithms in the detection of such events. In [36] the authors

proposed the “DriveSafe” iPhone application that is capable of detecting drowsy and

distracted driving behaviors by utilizing the iPhone’s built-in rear-camera, micro-

phone, inertial sensors, and GPS. Authors in [37] utilized the DriveSafe application

to provide a large-scale naturalistic driving dataset (UAH-DriveSet) in two road types

(i.e., highways and secondary roads). With 500 minutes of publicly available ND data,

UAH-DriveSet is expected to facilitate the research in the field of driving behavior

detection/classification.

In [28], the authors proposed an HMM-based model to detect abrupt and normal

driving maneuvers in both longitudinal and lateral directions. Events were detected
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using smartphones, and authors claimed to have a classification accuracy of ∼ 95%.

Authors in [21] proposed an application called MobiDriveScore that acquires data

from a smartphone and a vehicle’s network (i.e., Controller Area Network bus (CAN-

bus)) to detect risky events. A smartphone application called CarSafe was proposed

in [38] to detect dangerous behaviors. Authors utilized smartphones’ dual cameras to

detect a number of dangerous events. The smartphone was mounted on the dashboard

of the car. They used the front camera to detect drowsiness and distraction, whereas

the rear camera was utilized to detect tailgating and unintentional lane changes. A

fuzzy logic-based smartphone application was proposed in [3]. A driving behavior

detection system was proposed and discussed and four unique driving events were

detected with high accuracy by fusing the smartphone’s accelerometer, gravity, mag-

netic, and GPS data. Moreover, the authors used two different smartphones with

different sampling rates and resolutions and compared their detection performances,

which were found to be consistent. Similar work was presented in [39] whereby au-

thors used accelerometer, gyroscope, and magnetometer sensors of a smartphone to

detect sharp turning, aggressive acceleration and abrupt lane changing, and sudden

braking.A Dynamic Time Warping (DTW) algorithm was implemented to compen-

sate for the varying time of events, and maneuvers were then classified according to

their risk level using a binary Bayesian classifier. Other proposals such in [40] aimed

to predict the driving behavior at signed intersections using a two-state HMM model.

Other works that are based on advanced discriminative and generative modeling

approaches have also been proposed. References [26, 41] propose two algorithms that

are based on SVM and HMM to predict the behavior of drivers at intersections. The

problem is formulated as a binary classification problem where the output is the driver



2.1. DRIVER PROFILING 15

being compliant or non-compliant. A large naturalistic data-set is utilized for models

training and evaluation, and promising results were obtained. Sathyanarayana et

al. in [42] proposed two HMM-based modeling approaches namely, bottom-to-top

and top-to-bottom to identify different driving maneuvers. Oliver et al. utilized

HMMs and their extension (Coupled HMMs) to classify seven different maneuvers

[43]. Other works [44, 45, 46, 47, 48] also used HMMs to identify risky maneuvers or

human behaviors.

2.1.3 Risk Scoring and Profiling

Notable research in the context of driver scoring and profiling is the work presented

in [3]. Authors in this paper have made a clear distinction between behavior detec-

tion and driver profiling. Following the detection of different behaviors, a scoring

function was introduced to reflect the overall driving trip score given the detected

behaviors. Despite the proposals and findings of the paper, the scoring function was

very primitive, since it did not reflect the statistical correlation between actual risk

and detected behaviors. Moreover, it did not show how to find an overall driving

profile as a function of many trips. In other words, it did not elaborate on how the

individual trip scores will be used towards building a driver’s profile.

Despite the aforementioned research effort in event detection and driver behavior

classification field, contributions in formulating reliable scoring functions are still

in their infancy [3], which motivated the formulation of reliable data-driven scoring

models presented in this thesis.
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2.2 SHRP2 NDS Dataset

Human error contributes to approximately 90% of crashes [49]. In order to examine

the influence of different driving behaviors on the crash rate, different approaches have

been proposed including the NDS data collection approach [16]. NDS data collection

methodology provides three important advantages over other data collection methods

[17]:

1. Detailed information about the behavior of a driver prior to a crash or near-

crash events.

2. Exposure data, which provides vital information about the frequency of occur-

rence of different driving behaviors during normal driving episodes.

3. The amount and reliability of collected data allow statistically sound studies to

be conducted.

The Virginia Tech Transportation Institute (VTTI) has been pioneering this approach

since the beginning of this century with two large-scale data collection projects, the

100-CAR NDS and more recently the SHRP2 NDS. In SHRP2 NDS, 3542 drivers were

recruited in six different sites in the United States, and their vehicles were equipped

with unobtrusive Data Acquisition Systems (DAS) containing mainly forward radar

sensors, video cameras, OBD units to acquire the vehicle’s CAN bus information, and

GPS. Participants were then asked to use their vehicles in their normal day-to-day

driving routine. Data were continuously recorded which resulted in more than 35

million miles of driving data.

Data reductionists were then able to extract almost 9,000 risky events which are

comprised of crash and near-crash events. Moreover, normal driving events were
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randomly chosen for each driver to offer exposure information. These episodes are

called balanced baseline events as their number is balanced with the total driving

time of a driver.

The overall raw data contains detailed information of more than 29,000 driving

events. Detailed information includes behaviors that are apparent within seconds

before risky events or during captured normal driving episodes. Behaviors in the

context of this work are different from the in-vehicle distractions. They are vehicle-

kinematic observations that can be noticed from outside the vehicle such as aggressive

driving and speeding. In addition to driving behaviors, SHRP2 NDS has the environ-

mental contextual information at which these behaviors happened. Environmental

information can be categorized into three types:

1. Static: This refers to long-term environmental features, such as road curvature,

number of lanes, traffic flow direction, etc.

2. Quasi-Static: Environmental features that slowly change over the course of

time. Road lighting is an example.

3. Dynamic: This refers to the environmental features that rapidly change over

the course of time. It includes features such as traffic density.

The operational definitions of different event types in SHRP2 NDS can be found

in [50, 20] and are briefly described as follows:

1. Crash: Any contact that the subject vehicle makes with an object, a vehicle,

a pedestrian, a cyclist, or an animal either moving or fixed. Also includes

inadvertent departures of the roadway.
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2. Near-Crash: Any driving conflict that requires an evasive action to avoid a

crash.

3. Crash-Relevant: Any driving conflict that requires a non-rapid evasive maneu-

ver.

4. Non-subject Conflict: Any risky event, captured on video but does not involve

the subject vehicle.

5. Balanced Baseline Events: Epochs of data selected to provide exposure infor-

mation. They are 21 seconds long and their frequency is proportional to the

total driving time for each driver.
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Chapter 3

Data-Driven Profiling Based on Behavioral

Patterns

This chapter presents a robust data-driven framework for calculating driver risk profile

measured in terms of the additive inverse of the predicted risk probability. SHRP2

NDS dataset is utilized to build the risk prediction models. Crash and near-crash

events are used to quantify riskiness whereas balanced baseline driving events (i.e.,

events captured during normal day to day driving episodes) are used to reflect total

exposure or driving time per driver. Thirteen mutually exclusive behavioral risk

predictors are identified, and the feature matrix is formulated. A sensitivity analysis

is then performed to find the best number of balanced baseline events below which

drivers are filtered out. Different machine learning models are selected, customized,

and compared to achieve best risk prediction performance. Finally, the utilization

of the proposed prediction model within an envisioned driver profiling cloud-based

framework is briefly discussed.
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3.1 Introduction

This chapter presents a novel robust data-driven framework for evaluating drivers’

risk scores and the incorporation of this framework in a cloud-based driver profiling

system.

The main contributions of this chapter can be summarized as follows:

1. We provide a practical, robust data-driven framework for calculating drivers’

risk profiles (i.e., aggregated risk scores) as a function of the predicted risk

probability of their behavioral patterns. This is achieved by the utilization of

the behavioral context information during base-line, crash and near-crash events

of SHRP2 dataset.

2. A comparative study between selected and customized machine learning algo-

rithms is performed to determine the best performing algorithm for the risk

prediction problem. Algorithms are compared in terms of their average perfor-

mance and their performance consistency through various testing samples.

In this work, we utilized the information of 1836 crashes of all severity levels

which represent ∼ 6% of the overall number of events, 6881 near-crash events which

constitute ∼ 24% of the overall number of events, and 20179 baseline events which

represent ∼ 70% of the overall number of events. The number of baseline events

reflects the total driving time of drivers over the period of SHRP2 study. Baseline

events were used in this work to provide a “snapshot ”of the behavioral patterns of

drivers on the long-term. The detailed selection criteria of the number of baseline

events per driver can be found in [50]. The dominant driving behaviors prior to

crash/near-crash events or during baseline events were extracted and recorded from
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the collected SHRP2 data by VTTI data reductionists.

The remainder of this chapter is organized as follows. Section 3.2 presents the

proposed risk profiling framework. Also, the mathematical formulation of the risk

prediction problem is introduced. In section 3.3, the adopted data filtering and pre-

processing processes are discussed. In section 3.4, machine learning algorithms that

are utilized to predict riskiness are presented. The selection process of these algo-

rithms and the customization of their hyper-parameters for the presented risk predic-

tion problem is motivated. In section 3.5, performance assessment metrics that are

employed to measure the performance of the utilized models are discussed. Results

and discussion are then presented in section 3.6. An envisioned cloud-based profiling

system based on the developed risk prediction model is highlighted in section 3.7 and

a summary is finally presented in section 3.8.

3.2 Driver Profiling Framework

In this section, the mathematical formulation of the proposed driver risk profiling

framework is presented. Figure 3.1 depicts the block diagram of the adopted offline

data filtering, pre-processing, and risk prediction model selection processes. The fig-

ure shows the logical sequence of processes applied to the SHRP2 raw data towards

a robust risk prediction for different behavioral patterns. Data filtering and pre-

processing process consists of merging the raw SHRP2 contextual driving behaviors

to increase their importance, feature and output engineering, and filtering out un-

representative data, whereas the risk prediction model selection phase is composed of

the training, testing, and selection of the risk prediction models. Figure 3.2 shows the

online risk profiling process which is composed of the online risk prediction, driver
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Figure 3.1: Block diagram of the adopted data filtering and pre-processing on SHRP2
raw data.

Figure 3.2: Block diagram of the proposed driver’s risk profiling system.

scoring and profiling. The specifics of the system’s individual components are ex-

plained in sections IV and V.

In the proposed framework, the long-term predicted risks of different behavioral

patterns are used to reflect the short-term per trip risk scores. To predict the long-

term driving risk, each driver is represented by a feature vector denoted by “FID”

which is expressed as:

FID =

[
B1(%) . . . BM(%) Ttotal

]
(3.1)

where the vector entries “Bi(%)” represent the frequency of occurrence of each iden-

tified behavior with respect to other behaviors and Ttotal is a categorical variable that
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reflects the total exposure (driving) time for a driver represented here in terms of

the total number of base-line driving events. In this work, thirteen mutually exclu-

sive driving behaviors have been identified as risk predictors as will be detailed in

the following section. The identified behaviors are depicted in table 3.1 with a brief

description of each. The risk prediction is formulated as both a classification and a

Table 3.1: Summary of driving behaviors

Index Behavior Description

1 Excessive speeding Exceeding safe speed/speed limit

2 Inexperience or unfamiliarity Apparent general inexperience

driving, unfamiliarity with a vehicle

or a roadway

3 Avoiding an object Avoiding a vehicle, pedestrian, or an

object

4 Sudden braking Sudden or improper stopping on a

roadway

5 Right-of-way error Right-of-way error due to decision or

recognition failures, or an unknown

cause

6 Driving slow Driving slowly in relation to other

traffic or below speed limit

7 Improper reversing Improper backing up due to

inattentiveness or other causes

8 Illegal or unsafe lane change or turn Any improper or illegal lane change

or turn

9 Aggressive driving Such as aggressive acceleration or

aggressive lane changing

10 Signal or sign violation Violation action at traffic signs or

signals

11 Safe No evidence/presence of risky behavior

12 Fatigue Drowsiness, sleepiness, and fatigue

13 Negligence Includes improper or failure to signal,

and driving past dusk without lights

regression problem as will be discussed in the following section. The risk prediction
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is initially defined as the process:

F : FID → P (Risk|FID) (3.2)

where P (Risk|FID) is the probability of driver ID being involved in a risky event

given his/her feature vector FID. P (Risk|FID) is governed by the summation of the

crash (C) and near-crash (NC) conditional probabilities as shown in equation 3.3:

P (Risk|FID) = P (C|FID) + P (NC|FID) (3.3)

These conditional probabilities are expressed herein in terms of crash, near-crash, and

captured baseline events for each driver as follows:

P (C|FID) =
NCID
NTID

(3.4)

P (NC|FID) =
NNCID
NTID

(3.5)

where NCID and NNCID are respectively the numbers of recorded crash and near

crash events for driver ID, and NTID represents the total number of recorded events

for driver ID. A driver’s score is then computed in terms of the additive inverse of

P (Risk|FID) as shown in equation 3.6.

ScoreID = 1− P (Risk|FID) (3.6)

Practically, scores are calculated for each trip. In this context, a one-to-one map-

ping between the categorical variable Ttotal and the trip time should be performed. A
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risk profile for a certain driver (RPID) can then be expressed in terms of the weighted

average score over the last K trips:

RPID =

j=J1∑
j=T1−K

αj × ScoreID(j) (3.7)

where
j=J1∑

j=T1−K

αj = 1 (3.8)

αj is the weight associated with the jth trip of the last K trips and can take a shape

of an exponentially moving average function to give more weight for recent trips as

being depicted in Figure 3.3.

Figure 3.3: Weighting function of the risk profile.

3.3 Data Filtering and Pre-processing

3.3.1 Feature Engineering

As mentioned earlier, thirteen driving behaviors are identified and utilized to extract

drivers’ feature vectors FID to train and validate the proposed risk prediction models.

Based on the adopted selection criteria, the selected behaviors are comprehensive and

mutually exclusive in nature. They are chosen according to the following procedure:
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1. In the SHRP2 dataset, driving behaviors are classified into 54 unique behaviors,

spanning all possible driving behaviors. In the dataset, the three most identifi-

able behaviors inside the event time frame are recorded. For simplicity, only the

most dominant behavior is chosen, which makes behaviors mutually exclusive

for a given event (P (Bi ∩Bj)k = 0, where P (Bi ∩Bj)k is the probability of the

simultaneous occurrence of behaviors Bi and Bj at event k).

2. Behaviors that can be classed under the same category are combined to increase

features’ importance. Merging behaviors was an iterative process that included

a compromise between reducing the models’ over-fitting and avoiding the too

broad generalization of behaviors resulting from merging too many behaviors

in one “general” behavioral category. We initially attributed the over-fitting

problem to there being a relatively small number of samples in some of the

original behavior categories. Following our behavior merging process, which

significantly enhanced the over-fitting performance, such behaviors - due to their

rarity in the dataset - were proven to be a cause for over-fitting. At each behavior

merging iteration, the classification/regression model is tested for over-fitting

by comparing the model’s train and test performances. As long as the model’s

performance is improving, additional behaviors with lower number of samples

are merged with their corresponding “more general” behavioral categories. The

“general” behavioral categories are chosen to avoid overlap and to avoid the

broader generalization that makes such behavioral classifications meaningless

(e.g., good/bad behaviors). For instance, excessive speeding behavior is clearly

distinct from sudden braking, slow driving, improper reversing, etc. An example

of merged behaviors is the merging of: ”Driving slowly: below the speed limit”
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and ”Driving slowly in relation to other traffic: not below the speed limit”

behaviors under the general behavioral category of “Driving slow”. By following

the same procedure for other behaviors, a total of 13 behavioral categories are

identified.

The initial training and validating dataset is then formulated as shown in equation

3.9.



Driver B1(%) . . . BM (%) Ttotal Outcome

1 F1 P (Risk|F1)

...
...

...

N FN P (Risk|FN )


(3.9)

The initially formulated features are further processed to enhance the performance

of the models. Third-order polynomial non-linear terms of the original features were

added to increase model flexibility. Moreover, to capture the interactions between

the initially formulated features (i.e., the joint effect of features on risk), features’

third order interaction terms were generated. Considering only three original features

(f1, f2, f3), their third-order transformation is equivalent to:

(1, f1, f2, f3, f
2
1 , f1.f2, f1.f3, . . . , f1.f2.f3) (3.10)

With a large number of transformed features (i.e., 680), a feature extraction process

was needed to reduce the feature space dimensionality. Such a process was crucial to

enhance models’ over-fitting performance and to minimize their training/testing pro-

cessing time. For these reasons, the Principal Component Analysis (PCA) technique
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[51] was applied. As a result, the set of features was significantly reduced to a new

set of features (often called principal components) that were still able to represent

most of the variability in the data.

3.3.2 Data Filtering

Feature engineering process was followed by data filtering. The purpose of the filtering

process was to remove cases (i.e. , drivers) which did not have enough data to

represent their behavioral patterns (i.e., insufficient number of baseline events). Such

cases contributed to the models’ irreducible error which is caused by the limitation in

the dataset. A sensitivity analysis was applied to find the minimum number of events

(Ebest) a driver should have without being filtered out from the dataset. Threshold

values, which represent different numbers of captured events for each driver, in the

interval [4, 10] were experimented and models’ performances quantified in terms of

Mean Square Error (MSE) were recorded for each threshold value. The trade-off was

to find the best models’ performance in terms of their MSE without losing too much

data which can decrease a model’s reliability. Having a marginal MSE enhancement in

the proposed models’ performance with a threshold value greater than 6, an Ebest = 6

was adopted as a filtering criterion. Figure 3.4 depicts the histogram distribution for

the number of captured events for all drivers contributed to the SHRP2 project.

After the filtering process, 29% of the cases were excluded. Despite a large number

of filtered cases, there were still enough cases (i.e., 2007 cases) for the models’ to be

trained on and to be able to generalize with a high level of accuracy on test cases

as shown in section 3.6. In real-life applications, the rate at which behaviors are

detected is supposed to be high enough to represent the behavioral patterns of all
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drivers. Detected behaviors during a certain trip will be augmented in the risk scoring

function and drivers will be profiled according to the expected risk of their behavioral

pattern.

Filtered data are highly skewed to the left as can be deduced from figure 3.4. In

section V, different machine learning algorithms are investigated and compared to

obtain the best modeling performance for such skewed data.

Figure 3.4: Histogram distribution for the number of captured events for drivers in
the SHRP2 dataset.

3.3.3 Feature Scaling

Classification bounds for machine learning algorithms such as SVM and KNN are

obtained by calculating the Euclidean distance between feature vectors. These algo-

rithms will not work efficiently without feature normalization [52]. This is because if

one of the features has a broader range of values than the others, the aforementioned
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algorithms will be biased to this specific feature since the minimum distance will be

governed by that feature. As a result, it is always a good practice to have the same

range of values for all features. In this work, feature normalization was applied to the

SVM, KNN, ELM, and ANN based models. The following normalization equation

was adopted:

X̂ =
X − µx
σx

(3.11)

where X is the raw feature vector, X̂ is the normalized feature vector, µx is the mean

of X, and σx is the standard of deviation of X.

3.3.4 Dependent Variable (output) Selection

In this work, the risk prediction problem is formulated using two different approaches.

Initially it is formulated as a binary classification problem according to the following

expression:

OutcomeID =


1, if P (Risk|F th

ID) > pth

0, otherwise

(3.12)

where pth is a threshold risk probability above which the driver is considered risky.

The value of pth can vary according to driving risk tolerance. In this work, a value

pth = 0 is adopted.

The problem is then formulated as a regression problem where OutcomeID takes

the soft values of P (Risk|F th
ID):

OutcomeID = P (Risk|F th
ID) (3.13)
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Each of these two risk prediction representations is important according to the

domain in which driver profiling is applied. For instance, in the fleet management

domain where drivers are warned if their behavior entails risky maneuvers, the binary

classification would be more sensible. On the other hand, for insurance applications

the adoption of the classification scenario may cause the loss of important information

due to the generality that classification entails, since risk scores are averaged over

several trips.

3.4 Selection and Customization of Algorithms

In order to tackle the risk prediction problem, a comparative performance study is

performed on several selected and customized machine learning algorithms. In this

section, we present the six machine learning algorithms selected and the choice of

their hyper-parameters. The selection of the candidate algorithms was motivated by

two main factors:

1. The non-linearity of the feature space which motivated the sole use of non-linear

classifiers/regressors.

2. The inter-dependencies between the risk prediction features. Inter-dependencies

are clearly present between the initial behavioral features (i.e., (Bi(%)) because

their values are complementary to each other. This occurs because they repre-

sent the rate at which each behavior occurs and they add up to one for each

driver. So the increase/decrease in one feature will be reflected in the de-

crease/increase in other features. To show this mathematically, a vector that

shows the correlation coefficients between the first and the rest of the features
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is displayed below:

Corr1,i = [1.0,−0.565,−0.481, · · · , 0.114] (3.14)

Note that the absolute values of the correlation coefficients are larger than

zero, which reflects the inter-dependencies between features. This led us to

exclude algorithms that assume features’ independence such as the Naive Bayes

algorithm.

The selected algorithms and the choice of the adopted hyper-parameters are presented

next.

3.4.1 K-Nearest Neighbors (KNN)

Despite its simplicity, the KNN algorithm has been successfully applied in several clas-

sification and regression-based applications. The algorithm labels a new feature vector

by applying a majority voting rule on the labels of its nearest neighboring samples,

where neighbors are found by calculating their distances from the new feature vector.

[53]. Distance is calculated using different measures such as the Chebyshev distance

(L1-Norm), the Euclidean distance (L2-Norm), and more generally the Minkowski

distance (Lp-Norm). In the context of the proposed framework, for a feature vector

FID ∈ RM+1, the Minkowski distance between two feature vectors is defined as:

D(Fl, Fm) =

(
M+1∑
i=1

|Fl(i)− Fm(i)|p
)( 1

p
)

(3.15)

The choice of the optimal number of neighbors (K ) as well as the Minkowski

distance parameter p depends on the data distribution and the feature space size.
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This is usually considered a heuristic optimization problem and is beyond the scope

of this chapter. However, for the choice of K, we tested odd values to avoid tied

votes [54]. Also, we noticed that performance does not improve for K > 5 and a

performance degradation occurs for K > 11. Consequently, a K value of 5 has been

adopted. Concerning the other hyper-parameter p, large values are usually chosen if

the feature space is large. Since the feature space of our problem is relatively low

(only 13 features), the commonly used L2-Norm distance (i.e., p = 2) has been used.

3.4.2 Support Vector Machines (SVM)

SVM is a very popular machine learning algorithm that has been applied in dif-

ferent classification and regression problems. For instance, it has been applied in

bioinformatics, road anomalies and driver behavior classification, and a wide range of

other applications [26]. The algorithm is based on the margin-maximization princi-

ple detailed in [55]. In order to achieve the best classification performance, different

hyper-parameters need to be optimized. Grid search technique [56] is adopted in

this work to find the best combination of hyper-parameters. We used the area under

the Receiver Operating Characteristic (ROC) curve as a performance metric for grid

search.

In this work, the optimization is performed over four hyper-parameters which are

the regularization parameter C, the kernel function k, the polynomial degree p, and

the sensitivity parameter γ. The parameter C is necessary to avoid the overfitting

problem. It determines which training samples are considered as outliers. The k

parameter specifies the kernel type. For instance, a linear kernel means that SVM

will use linear separation hyperplanes. And finally the γ parameter is a sensitivity
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parameter to measure the similarity between the feature vectors. For instance, if γ is

large, feature vectors will be considered similar only if the Euclidean distance between

them is small. A more detailed explanation of these hyper-parameters is found in

[57]. Table 3.2 shows the investigated hyper-parameters and the best combinations

are shaded.

Table 3.2: SVM adopted Hyper-parameters

Parameter Values

k Linear Polynomial
Gaussian radial

basis
- -

C 1 5 10 50 100

γ 0.01 0.05 0.7 0.1 0.2

p 2 3 4 5 6

3.4.3 Decision Tree (DT) and Random Forest (RF)

Unlike KNN and SVM, DT and RF classifiers (or regressors) do not rely on the

minimum distance criterion. A decision tree finds a splitting point on the best pre-

dictor’s histogram and incrementally builds a tree-structured classifier (or regressor)

in a top-down fashion. Decision nodes in each level are chosen such that the entropy

is minimized (or equivalently the information gain is maximized). For instance, the

topmost decision node (the best predictor node) will have the highest homogeneity

as it will maximize the information gain. RFs are very similar to DTs except they

use a multitude of decision trees on random subsets of the data to reduce overfitting,

which is a common DT problem. DTs and RFs are very intuitive and because of their

trackable structure, the importance of each feature can be easily measured, which can

be very insightful in many applications, see [58] for detailed information.
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To achieve the best risk prediction performance, we optimize the maximum depth

(MD) of the decision tree and the number of trees in the random forest estimator

(n estimators). Performance is also calculated in terms of the area under the ROC

curve. Table III depicts the values that are used for the two hyper-parameters and

the best combination is shaded. The values presented herein are the fine-tuned values

of the last round of trials.

Table 3.3: DT and RF adopted hyper-parameters

Decision Tree

Parameter Values

MD 12 14 16 18 20

Random Forest

Parameter Values

MD 20 22 24 26 28

n estimators 80 90 100 110 120

3.4.4 Deep Neural Networks (DNNs)

Using multiple sequential computational layers, Deep Neural Networks (DNNs) learn

data representation through multiple levels of abstraction [59, 60, 61] as depicted in

figure 3.5. Based on the original features from the input layer, each hidden layer

creates more complex features based on interactions of features from a previous layer.

DNNs do not need feature engineering since features with higher levels of abstraction

are naturally extracted during back propagation. Using back-propagation algorithms

such as Stochastic Gradient Descent (SGD), ADAM algorithm, RMSProp, Limited

memory BFGS, etc., DNNs learn how the internal parameters between every two

layers represented by the matrix W (i) should change to minimize a chosen aggregated
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loss function L(W ), where W = [W (1),W (2), . . . ,W (H)] for a DNN with H hidden

layers.

Figure 3.5: An example of a DNN with two hidden layers.

In this work, a customized feed-forward DNN was adopted. A feed-forward

DNN rather than a convolutional DNN or a recursive DNN was utilized since the

targeted problem does not require modeling image data nor a sequential data. The

adopted DNN’s hyper-parameters include the rate at which the weights are updated

at each iteration (learning rate α), Momentum which helps in preventing oscillations

around the cost function global minimum, the number of hidden layers, the number

of hidden units per layer, the regularization parameter (L2 penalty) which helps in

preventing over-fitting, the number of epochs, the optimization algorithm for updat-

ing the network’s weights and the choice of the activation function. Due to the large

number of hyper-parameters, Grid search was discarded as it is considered a computa-

tionally inefficient hyper-parameters’ optimization technique in such cases. Thus, we

applied the random search technique [56] to find the optimal set of hyper-parameters
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which are displayed in table 3.4. The displayed hyper-parameters resulted in the best

performance where we adopted the number of epochs as the stopping criteria.

Table 3.4: DNN adopted hyper-parameters

Parameter Adopted Value

Learning rate (α) 0.001

Momentum 0.9

Number of hidden layers 5

Number of hidden units 5

L2 penalty 0.0001

Number of epochs 200

Optimization algorithm Limitied-memory BFGS

Activation function RELU

3.4.5 Extreme Learning Machines (ELMs)

A special case of Artificial Neural Networks is the Extreme Learning Machines (ELMs)

[62, 63]. An ELM is a single layer feed-forward ANN with a random number of

hidden neurons and Ordinary Linear Least Squares (OLS) algorithm applied to find

the network weights’ matrix through a single optimization step. ELMs take much less

training time than ANNs trained through back-propagation and can give comparable

results. The only two hyper-parameters in ELMs are the number of hidden units, and

the activation function. Table 3.5 shows the chosen ELM’s hyper-parameters which

were found through grid search.

Table 3.5: ELM adopted hyper-parameters

Parameter Adopted Value

Number of hidden units 100

Activation function Sine
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3.5 Performance Assessment Metrics

Different performance assessment metrics for classification and regression models have

been adopted to quantify the quality of the algorithms presented in the previous

section.

3.5.1 Classification Models

Accuracy

is one of the most often used measures for assessing the performance of machine learn-

ing algorithms. It measures the overall performance of a classifier and is expressed

as:

Accuracy =
Tp + TN

Tp + TN + Fp + FN
(3.16)

where Tp, TN , Fp, FN are respectively referring to the number of true positive, true

negative, false positive and false negative samples.

F1-Score

also called the harmonic mean of precession and recall. It gives an insight into the

combined performances of precession and recall. It is defined as:

F1 = 2× Precession×Recall
Precession+Recall

=
2Tp

2Tp + Fp + FN
(3.17)
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ROC Curves

reflect the classification performance of a binary classifier as we change a threshold

on the classifier soft probability values. It is a comparison of the recall (i.e., the

true positive rate) and the false positive rate as the threshold is altered. Using ROC

curves, the performance of a classifier is measured mainly in terms of the Area Under

the Curve (AUC), where the better the classifier performs, the closer the AUC gets

to 1.

3.5.2 Regression Models

Let Ŷ be a vector of NT predictions containing the predicted risk probabilities for NT

drivers, and Y is the test vector that contains the true NT risk probabilities.

Mean-Square Error (MSE)

MSE is defined as the squared sum of the averaged differences between predictions

and true labels. It can be expressed as:

MSE =
1

NT

NT∑
1

(Yi − Ŷi)2 (3.18)

Mean-Absolute Error (MAE)

MAE is defined in terms of the absolute deviation between true and predicted values.

This is mathematically written as:

MAE =
1

NT

NT∑
1

|Yi − Ŷi| (3.19)
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R2 Value

also known as the coefficient of determination, is another important statistical mea-

sure for assessing the performance of prediction models. It measures how much vari-

ance in the test vector Y the model can describe. It is computed using this formula:

R2 = 1− SSRegression
SSTotal

(3.20)

where SSRegression and SSTotal are, respectively, the squared sum of the regression

error and the squared sum of the total error. They are mathematically expressed in

equations 3.21 and 3.22:

SSRegression =

NT∑
1

(Yi − Ŷi)2 (3.21)

SSTotal =

NT∑
1

(Yi − Ȳ )2 (3.22)

3.6 Results and Discussion

This section presents the performance results of the algorithms described in section

V. The algorithms were implemented in Spyder (Python 3.6) Integrated Development

Environment (IDE) using the Scikit-Learn Library for Machine Learning and Data

Mining.

3.6.1 Training and Testing Splitting Methodologies

Two training and testing splitting methodologies have been adopted to train and

validate the models.
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1. General Splitting Approach: this is the common method used for choosing a

randomly selected portion of the dataset for training and leaving the remain-

ing dataset for testing. The splitting ratio usually depends on the amount of

collected data and the application. In this work, 70% of the dataset is utilized

for training. As a result, 1, 404 training samples and 603 testing or validation

samples are used.

2. K-fold Cross-Validation: in this approach, the entire dataset is randomly di-

vided into K equally sized partitions. In each training/ testing cycle, a single

partition is kept for testing and all the remaining partitions are used for training.

Training and validation are performed K times with each of the single parti-

tions used once for testing. The mean and standard of deviation of the results

can then be obtained to have more a statistical reflection on the model’s perfor-

mance. This approach is superior over the first approach since all data samples

are utilized for both training and testing. In this work, 10-fold cross-validation

is adopted for all models.

3.6.2 Classification results

ROC curves for the six aforementioned algorithms using the general splitting approach

are depicted in figure 3.6. As this figure illustrates, the RF algorithm produces the

best AUC results among all other classifiers followed by the DNN. Specifically, RF

produces the highest true positive rate for low false-positive rates (i.e., FP < 0.1).

Another measure of performance is the precision-recall curve. It gives useful

insight into a classifier’s performance for unbalanced labels. Figure 3.7 shows the
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Figure 3.6: ROC Curves for DT, SVM, DNN, ELM, KNN and RF classifiers.

precision-recall curves for the six algorithms. Again, the RF classifier clearly outper-

forms all other classifiers with an average precision of 97%.

A summary of the remaining performance assessment results using the general

splitting approach is shown in Table 3.6. The table shows consistency in performance

superiority for RF classifier over the other five classifiers in all measures. RF achieves

an accuracy of 87% and an F1-score of 0.93.

Figure 3.8 depicts the performance results using the 10-fold cross-validation ap-

proach. The shown figure displays the variation in performance metrics distribu-

tions for the six classifiers using whisker plots. Points outside whisker plots’ range

[Q1 − 1.5 ∗ IQR,Q3 + 1.5 ∗ IQR] are considered outliers, where Q1 and Q3 are re-

spectively the first and third quartile values of the whisker plot, and IQR refers to its

interquartile range (i.e., IQR = Q1−Q3). Figure 3.8(a) shows that the RF classifier

has an accuracy that ranges between 88.5% and 92.2% with an average accuracy of
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Figure 3.7: Precision-Recall Curve for DT, SVM, DNN, ELM, KNN and RF classi-
fiers.

Table 3.6: Classification performance results using the general splitting approach

Performance measure

Algorithm Accuracy (%) F1-score ROC curve AUC (%)

DT 84.1 0.910 81.3

SVM 81.5 0.896 72.3

DNN 85.4 0.917 84.2

ELM 81.6 0.900 73.6

KNN 81.9 0.895 80.7

RF 86.9 0.926 89

90%. The figure shows that the RF classifier outperformed the other six classifiers in

the average sense and in its performance consistency over different training/testing

samples. Similar conclusions can be drawn from figures 3.8(b) and 3.8(c) where the

superiority of the RF classifier is consistently evident. A summary of the results is
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shown in Table 3.7.

Two important observations can be made from the results. The first is the superior

performance of the RF classifier over the DNN, whereas the second is the inferior

performance of the SVM when compared to other classifiers. Concerning the first

observation, despite the proven modelling power for DNNs, they seem to show their

full potential when dealing with highly non-linear modelling problems with a large

number of features and a very large number of training samples (big data). A possible

reason of why the RF outperformed the DNN in this classification problem may be

attributed to the size of the utilized dataset (intermediate size) and the relatively

small feature space since only the 14 original features were used to train the DNN.

With regards to the second observation, the poor performance of SVM in comparison

to other classifiers is attributed to two main reasons. The first is the imbalanced

classes in our classification problem since we have more positive labels, and secondly

that the performance of SVM is highly dependent on the optimization of its hyper-

parameters, especially the kernel function. Although different SVMs were trained on

various kernels during the hyper-parameters’ optimization as mentioned in section V,

they still performed poorly when compared to other algorithms. From our experience,

bagging algorithms (e.g., Random Forests) usually outperform SVM for intermediate

data-sets with a relatively low number of features (e.g., the utilized data-set) unless

a kernel that reflects the features’ distribution is found, which is a computationally

inefficient process (i.e., the computational complexity for training an SVM is between

O(n2) and O(n3) where n is the number of training samples).
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(a) Accuracy (b) F1-score

(c) ROC AUC

Figure 3.8: Whisker plot for accuracy, F1-score and ROC AUC performances using
10-fold cross-validation.

3.6.3 Regression results

Comparison between regressors

We present herein the comparison results between DNN and RF regressors as they

are the best two performing algorithms in the classification context. Table 3.8 shows

the MSE, MAE and R2 performance results for DNN and RF regressors using the

general splitting approach. Similar to classification results, an RF regressor seems to

outperform DNN regressor in all performance measures. Most importantly, the R2
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Table 3.7: Classification performance results using 10-fold cross-validation

Performance measures

Algorithm
Average

accuracy (%)

Average

F1-score

Average

ROC curve AUC (%)

DT 86.6 0.926 78.6

SVM 84 0.910 75

DNN 88.8 0.938 85.4

ELM 86.2 0.926 77

KNN 85.5 0.92 80

RF 90 0.945 87.5

value for RF regressor is considerably higher with a difference gain of 25% over DNN

regressor.

Table 3.8: Prediction performance results using general splitting approach

Performance measures

Algorithm MSE MAE R2

DNN 0.015 0.09 0.46

RF 0.008 0.05 0.71

Figure 3.9 shows the MAE, MSE and R2 performance results of DNN and RF

regressors. Again RF regressor outperforms DNN regressor in terms of consistency

over different testing samples and in terms of its average performance. Particularly,

DNN regressor seems to have very inconsistent R2 results with a relatively small mean

when compared to RF regressor. A summary of the results is shown in Table 3.9.

Figure 3.10 depicts the prediction vs. true P (Risk|FID) for a random sample of

100 drivers in the test set using RF regressor. The figure shows the ability of RF

regressor to predict drivers’ risk probabilities in most cases correctly.
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Table 3.9: Prediction performance results using 10-fold cross-validation

Performance measures

Algorithm Average MSE Average MAE Average R2

DNN 0.018 0.105 0.41

RF 0.009 0.065 0.69

Conventional vs. proposed FoMs

We compare the performance of the RF model with the proposed predictors against

its performance using the conventionally used FoMs that are usually adopted in the

car insurance market, which are: excessive speeding, aggressive driving, sudden or

improper braking and the total exposure time.

Figure 3.11 depicts the performance results of two RF models, one with the uti-

lization of the proposed predictors (FoMs) and the other with the use of only the four

conventional predictors that are used by car insurance companies. The results show

a considerable difference between the two, where the model with the proposed FoMs

is far superior. A summary of the comparison performance results is shown in Table

3.10.

Table 3.10: Comparison between performance results of two RF models using con-
ventional and extended FoMs

Performance measures

Algorithm Average MSE Average MAE Average R2

RF (Few FoMs) 0.018 0.097 0.43

RF (Extended FoMs) 0.009 0.065 0.69
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(a) MSE (b) MAE

(c) R2 score

Figure 3.9: Whisker plot for MSE, MAE and R2 performances using 10-fold cross-
validation.

Test cases

Two test cases are presented in Tables 3.11 and 3.12. Table 3.11 shows that the

relatively low percentage of safe driving (i.e., B11) for driver 1 resulted in high risk

probability of 0.655 specially when combined with highly risky behaviors such as: ille-

gal or unsafe lane change or turn (B8), fatigue or negligence (B12), excessive speeding

(B1), and aggressive driving (B9). In this case, the proposed RF regressor was able

to predict the risk probability with a very low MSE of 0.0021.
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Figure 3.10: Predicted vs. true risk probabilities for a sample of 100 drivers using RF
regressor.

Table 3.11: Test case for driver 1

F1

B1 (%) 25

B8 (%) 10

B9 (%) 20

B11 (%) 35

B12 (%) 10

Ttotal 7

P (Risk) 0.655

P (Risk|F1) 0.662

Table 3.12 shows that the very high percentage of safe driving for driver 2 (i.e.,

87.5 %) was the dominant factor in having a low risk probability of 0.125. Similar to

the first case, the MSE value here is negligible.

An important finding in the presented and many other cases is that driving risk can
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(a) MSE (b) MAE

(c) R2 score

Figure 3.11: RF models’ performances using conventional vs. proposed predictors.

be accurately predicted with only a few events captured with an appropriate sampling

time (i.e., balanced base-line events denoted here as Ttotal). That is because given

the relatively low rate at which the baseline events were taken in the SHRP2 dataset

[50], the risk prediction models’ irreducible error was insignificant and a snapshot of

the behavioral pattern of different drivers was enough to predict their long-term risk.

Therefore, there is no need for a continuous driving data acquisition to determine the

associated risk of a certain driver. This has its relevance in minimizing the consumed

power of offloading driving data to the cloud server in a cloud-based profiling system
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Table 3.12: Test case for driver 2

F2

B8 (%) 6.2

B11 (%) 87.5

B12 (%) 6.2

Ttotal 14

P (Risk) 0.125

P (Risk|F1) 0.128

and also in minimizing the computational cost for predicting driving risk.

Despite the insignificant models’ irreducible error, more accurate results are an-

ticipated given higher baseline events’ sampling rate which should contribute to min-

imizing the models’ errors.

3.7 Cloud-based Profiling System

Figure 3.12: Uplink: A driver’s smartphone sends the collected OBDII, radar and
its inertial measurements to the cloud for processing. Inside the cloud,
behaviors are classified using sequence modeling and inputted to the
proposed driver scoring model. Downlink: A trip score is issued to the
driver on a per-trip basis.

In real life profiling applications, the proposed risk profiling system can be hosted

in a cloud as depicted in Figure 3.12. In the envisioned cloud-based profiling system, a
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smartphone will serve as a hub in which real-time vehicle’s network data (i.e., through

OBDII units), the radar range data, and the smartphone inertial measurements are

collected and forwarded to the cloud. On the cloud, such real-time data are leveraged

to detect/classify driving behaviors through sequence modelling. Detected behaviors

are then augmented in the proposed risk scoring function at the end of each driving

trip. The calculated score is utilized to update the driver’s risk profile and is sent

back to the driver on a per-trip basis.

In the next chapter, an envisioned cloud-based profiling system that takes into

account driving behaviors and their environmental context to predict risk is presented

and validated.

3.8 Summary

In this chapter, a novel data-driven risk scoring framework for driver behavior profil-

ing applications is proposed. Six machine learning algorithms are selected, customized

and compared to achieve the best risk prediction performance. Algorithms are applied

on SHRP2 NDS which is the largest NDS dataset collected to date. Results show

the high-performance standards these algorithms can achieve in predicting risk prob-

ability with a performance advantage of the RF-based predictor. It was shown that

the RF-based predictor could accurately model skewed data in which the histogram

of the number of captured events per drivers is highly skewed to the left. This has

practical significance in accurately predicting drivers’ risk even for relatively short

driving time. Good performance results are found consistent even with a relatively

small number of captured events. This finding is very useful in a cloud-based profiling

system to lessen the amount of consumed power caused by data off-loading, to reduce
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the computational cost for predicting driving risk and minimizing the time needed

before warning risky drivers.

A comparison between two customized RF regression models, one trained with

only a few conventionally used predictors (FoMs) and the other trained with an ex-

tended set of proposed FoMs is established. The results show that the latter model

outperforms the former in all performance measures as well as in performance stabil-

ity over different sets of validation samples. Finally, given the successful results, the

incorporation of the proposed system into a practical cloud-based driver profiling sys-

tem is warranted. This system could be of great benefit to driver profiling companies

in car insurance telematics and fleet administration domains.
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Chapter 4

Cloud-Based Environment-Aware Driver Profiling

Framework

Predicting expected risk based solely on the inclusion of detected behaviors-although

more practical-ignores the environmental (e.g., weather and road conditions, traffic

density level) context of detected behaviors. Coupling detected behaviors with their

environmental context can be leveraged towards creating personalized risk profiles

for drivers in each driving environment. These risk profiles can be utilized in various

ITS applications including personalized safety-based route planning. In this chapter,

a novel driver profiling environment-aware framework is presented. In the proposed

framework, data processing is distributed over three computational layers to enhance

the overall reliability of the system. With a developed risk notion, a risk prediction

model is hosted in the edge/fog to determine the driving risk while considering the

joint effect of the in-vehicle detected behaviors and their driving environmental con-

text. Risk values along with a driver’s compliance to warnings are both utilized to

compute a driver’s risk profile on the cloud. Using SHRP2 dataset, the development

of a novel risk prediction model is presented herein with the underlying sub-processes
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of data pre-processing, error analysis, and model selection. Then we analyze both

the performance of the developed risk prediction model and the overall performance

of the proposed system. Validation results for the developed randomized trees risk

prediction model indicate a good trade-off between bias and variance with evidently

high-performance results. Moreover, the results of the overall risk scoring model

reflects its robustness and reliability in assigning accurate risk scores.

4.1 Introduction

The recent advancements in vehicular sensing, cellular communications, as well as

cloud computing have enabled the deployment of various ITS applications [64, 65].

Given the high vehicle crash rates [12], these ITS applications are promising to lower

these rates considerably. As mentioned in the previous chapter, an emerging safety-

based ITS application is driver behavior profiling [66], which is applied in safety-based

route planning, fleet management systems [67], and driver self-coaching systems [68].

Current risk scoring functions are not only subjective due to the absence of a valid

risk measure (i.e., a risk measure quantified in terms of the actual risky events such

as crash and near-crash), but they also ignored the environmental (e.g., weather and

road conditions, traffic density level, etc.) effect on risk given the detected behaviors.

For instance, an aggressive lane change in a highly dense driving environment could

impose more risk than performing the same behavior in less dense traffic conditions.

However, current profiling systems would equally penalize the subject driver in both

scenarios regardless of where the behavior occurred since these systems only consider

the behavior detection process [69, 70, 71, 35, 3].

NDSs have provided large-scale data about behavioral causes of risky events (i.e.,
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crashes and near-crashes), as well as the environmental context of such behaviors (e.g.,

weather and road conditions, traffic density level, etc.). In addition, NDSs provide

the same behavioral and environmental information during normal driving episodes,

which enables the development of environmental-aware statistically significant risk

prediction models [20].
The research question we address in this chapter is:

Are driving behaviors together with their environmental context good predictors for
measuring risk probability?

To answer this question, the behavioral and environmental details of driving events

presented in SHRP2 NDS are utilized to build a risk prediction model that can be in-

corporated in a complete cloud-based environment-aware driver profiling framework.

The research contributions of this chapter are summarized as follows:

1. A novel Cloud-based Environment-aware Driver Profiling (CEDP) system is

presented and discussed. The system provides a view on a “next-generation”

driver profiling system in which drivers are profiled based on the expected risk

of their environmentally-stamped driving behaviors and their compliance to

warnings issued. The risk notion is mathematically developed and the terms:

behavior detection, driving risk probability, driver scoring, and driver profiling,

that are used interchangeably in the literature, are clearly distinguished and

mathematically defined.

2. An ensemble supervised machine learning algorithm based on randomized trees

is selected and customized to reflect the predicted driving risk probability while

jointly considering the detected behaviors and their environmental context. The
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model is proven to provide an acceptable compromise between bias and vari-

ance. The developed risk prediction model is trained and validated using an

unprecedented amount of real driving data from SHRP2 NDS. This enhances

the reliability and the practicability of the proposed system which is reflected

in the performance results.

3. Given predicted risk probabilities, the performance of the overall risk scoring

system is validated. Validation results show the robustness of the proposed

system as it consistently provides accurate results over different training and

validation samples.

To the best of our knowledge, no work in the literature has comprehensively

considered a complete and detailed driver behavior profiling system that considers

the sub-processes of behavior detection, risk prediction, driver’s behavior scoring and

profiling, and with consideration given to the driving environment. Although the

environmental effect on risk has been comprehensively studied in the literature, the

joint effect of driving behaviors and their environmental context on driving risk is

presented in very few works, and not in the context of driver profiling [32]. In [72],

the authors performed a statistical retrospective cohort study on the effect of traffic

and road conditions on driving risk using the 100-CAR NDS. The authors in [73] used

an NDS containing 1670 near-crash events to study the factors that are proportional

to the increase in near-crash risk. They found that the road condition is one of the

significant factors that affects driving risk.

In this chapter, an envisioned data-driven driver profiling system is introduced

and discussed. We specifically targeted the problem of driving risk prediction by

utilizing behavioral and environmental data of a large scale NDS (i.e., SHRP2). The
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development of the risk prediction model is based on an error analysis of different

supervised machine learning models to achieve the best bias-variance trade-off. The

overall risk scoring system is then validated.

In this work, behaviors and the three environmental categories mentioned in chap-

ter 2 are used as predictors to risk, quantified herein in terms of crash, near-crash,

and crash relevant events.

The remainder of this chapter is structured as follows. Section 4.2 provides a de-

tailed description of the envisioned CEDP system covering its in-vehicle, on edge/fog,

and on cloud data processing. In section 4.3, the adopted pre-processing, error anal-

ysis and model selection processes for the risk prediction problem are described. In

section 4.4, results are presented and analyzed. An illustrative example of the trip

scoring process using the proposed framework is discussed in section 4.5. The chapter

summary is presented in section 4.6.

4.2 Environment-Aware Profiling Framework

In this section, the proposed cloud-based environment-aware driver profiling frame-

work is discussed. We cover the details of the complete driver profiling system, from

the in-vehicle data acquisition to the cloud-based profiling. In short, acquired in-

vehicle data is utilized to detect different driving behaviors. Detected behaviors are

leveraged along with the environmental context in which they occurred to predict

driving risk through a trained risk prediction model. If the predicted risk is higher

than a pre-determined threshold, the subject driver (sd) is notified to change their

behavior. Aggregated risk probabilities and the sd′s compliance to warnings through-

out a certain driving trip are augmented in a scoring function to calculate the sd′s
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Table 4.1: Summary of Notations

Notation Description

sd Subject driver

sv Subject vehicle

xτ In-vehicle feature vector at t = τ

X In-vehicle feature matrix

Rs Sampling rate of vehicular data

Bi A detected driving behavior

T A single in-vehicle time frame

λBi
The sequence model representing the behavior Bi

Fl Initial feature vector for risk prediction

FSl Engineered feature vector for risk prediction

P (Risk|FSl)k Predicted risk probability of an event k given FSl

P (Risk|Fl) Calculated risk probability given Fl

envj A vector with extracted environmental attributes

RR(Fl) The relative risk of Fl

RI(k) The risk index of an event k

Ctrip Driver’s overall compliance in trip

N Total number of captured risky events per trip

Ptrip Average risk in trip

Sctrip sd′s score in trip

Scenvj sd′s score in envj

Prtrip sd′s risk profile after trip.

ξ Weight of EMWA filter

trip score. The sd′s risk profile is then calculated as a weighted sum of different

trip scores. Unlike other profiling systems, the proposed system is motivated by sta-

tistically significant results as will be shown in section 4.4. Figure 4.1 depicts the

framework block diagram.
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In the proposed framework, data processing is distributed over three computa-

tional layers based on the computational requirements of processes, delay, delivery,

and accessibility requirements of processed data, and processed data size. Details are

provided in the following section.

4.2.1 Device Level: In-vehicle Behavior Detection

The in-vehicle module contains data acquisition, pre-processing and modeling pro-

cesses that occur inside the vehicle to detect different driving behaviors. In this

module, collected data can be divided into two types:

1. Type 1 : Data that reflects the longitudinal and lateral behavior of the vehi-

cle. This data is collected through the vehicle’s CAN bus and by utilizing the

vehicle’s OBD/OBDII port.

2. Type 2 : Data that reflects the relative position of the subject vehicle to the

surrounding vehicles and provides driving context-awareness. This is gathered

using Short Range Radar (SRR) sensors.

Let xτ represents the feature vector that contains the collected vehicular data at

time instant τ and expressed as:

xτ = [vτ , ax,τ , ay,τ , R
F
x,τ , R

F
y,τ , R

R
x,τ , R

R
y,τ ] (4.1)

where vτ represents the velocity of the sv, ax,τ and ay,τ represent the acceleration

in the longitudinal and lateral directions of the sv, respectively, RF
x,τ and RF

y,τ are,

respectively, the ranges between the sv and the closest forward object in the longitu-

dinal and lateral directions, RR
x,τ and RR

y,τ are, respectively, the ranges between the sv
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and the closest rearward object in the longitudinal and lateral directions, all at the

time instant t = τ . After τc seconds, collected data can be expressed in the following

matrix notation:

X =



x1

x2

...

x(τc×Rs)


(4.2)

or equivalently:

X =

x(1) x(2) . . . x(Le)

 (4.3)

where Rs stands for the data sampling rate and Le is the length of the feature vector

xτ ) (i.e., seven in this case). Data is collected and sent from OBD and radar interfaces

to the sd′s in-vehicle computing unit (e.g., smartphone) through a Bluetooth link.

In the in-vehicle computing unit, the time-series vehicular data (X) is acquired over

a pre-determined time interval τc and sequence modeling for behavior classification

(e.g., HMM-based Modeling) is applied. The behavior classification is defined as the

process:

F : {x(1), . . . ,x(Le)} → Bi (4.4)

where Bi, i = 1, . . . ,M represents one of M output behaviors on which the sequence

model is trained to detect.

A single time frame in the in-vehicle module is depicted in figure 4.2 and can be
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expressed mathematically as:

T = τc + τp + τo + τI (4.5)

where τp is the sequence model’s processing time for behavior detection, τo is the time

required for off-loading a detected behavior to the edge/fog, and τI is the idle time

where no vehicular data is acquired.

Figure 4.2: A single time frame of collecting and offloading data.

After the behavior Bi is detected, it is sent to the edge/fog, along with the GPS

co-ordinates of the sv for analysis and processing.

In the proposed framework, behavior detection is performed inside the vehicle to

ensure high detection accuracy and to minimize the cost of data off-loading. High

levels of accuracy in behavior detection is essential given its importance for predict-

ing risk. With the high rate at which vehicular data are sampled (on the scale of

sub-seconds), performing behavior detection inside the vehicle should diminish data

loss caused by off-loading data, and hence, should ensure high detection accuracy.

Furthermore, transmitting vehicular data to the fog/cloud would incur a lot of trans-

mission cost to drivers. To illustrate, the total amount of traffic data in a 1 hour trip

with τc = 10s and τp + τo + τI = 10s, and with a data rate of 1KB/s will be 1.8MB

of transmitted cellular data.

Algorithm 1 shows a summary of the explained behavior detection process.
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Algorithm 1: In-vehicle Behavior Detection

Input: Vehicular data: {x}τ=τc×Rs
τ=1 , Data Collection Time: τc, Idle Times:

{IF ,IT}
Output: Bi

1 repeat
2 for τ ← 1 to τc ×Rs do
3 X.append(xτ )

4 for k ← 1 to M do
5 Calculate P (X|λBk

)
6 P .append(P (X|λBk

))

7 i = arg max{P}
8 Offload Bi & location co-ordinates
9 if warning =’FALSE’ then

10 τI = IF

11 else
12 τI = IT

13 until trip = ’FALSE’

4.2.2 Edge/Fog Level: Risk Prediction and Recommendation Modules

On the edge/fog level, driving risk is predicted based on the detected behavior of the

sd along with the environmental context in which the behavior was detected. The sd

is warned and advised to change their driving behavior through a recommendation

module if expected risk exceeds a pre-defined threshold. We assume the existence of a

real-time environment aware mapper to which the sv′s GPS co-ordinates are inputted

and the environmental road segment attributes, which the vehicle was subjected to

during detected behavior, are returned. The envisioned mapper has access to the

static and dynamic road information databases on the area the designated edge/fog

covers. The mapper is hosted in the edge/fog level rather than in the cloud level

to minimize the time required for pulling out the environmental information of the

desired road segment. To explain, having a centralized road information database in
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the cloud that contains the information of a large traffic network would increase the

search time needed for extracting the information of a designated road segment, and

hence will increase the time needed for predicting risk. Likewise, both risk prediction

and recommendation modules are hosted in the edge/fog level to reduce the time

required to calculate the expected risk of a captured event and to reduce the time

latency between predicting risk and warning a risky driver.

Environmental attributes contain static information about the road characteris-

tics, and the real-time road information such as density level, weather condition,

traffic flow, and lighting conditions. In this framework, we utilized the following envi-

ronmental attributes: weather condition (W ), traffic density level (TD), road lighting

conditions (L), traffic control (TF ), road flow (RF ), and road alignment (A). The

returned environmental attributes vector envj, where j ∈ [1, . . . , J ], along with the

sd′s detected behavior Bi form the initial feature vector Fl, l = 1, . . . , L:

Fl = [Bi, envj] (4.6)

Feature extraction and selection is then performed on the initial feature vector.

The engineered feature vector (FSl) is then inputted to a trained risk prediction

model.

The risk prediction model uses FSl to predict the driving risk probability P (Risk|FSl)k,

where the subscript k is an integer that represents an event index. The driving risk

probability is expressed herein in terms of the crash and near-crash rate:

P (Risk|FSl)k = P (C|FSl)k + P (NC|FSl)k (4.7)
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where P (C|FSl)k and P (NC|FSl)k are, respectively, the conditional probabilities of

crash and near-crash events (including crash relevant events) given the feature vector

FSl at event k. The conditional risk probabilities in different driving environments

are calculated as:

P (Risk|Fl) =
RFl

RFl
+NRFl

(4.8)

where RFl
and NRFl

are, respectively, the number of risky and non-risky events,

given Fl. In SHRP2 data-set, a non-risky event is either a non-subject conflict, or a

balanced baseline event, as they are previously defined.

Once risk probability is predicted, a warning is issued to the subject driver. The

level of warning severity changes according to the level of risk the detected behavior

imposes. Since the risk probability is data-set dependent and is characterized by the

sampling rate at which normal driving events are captured, the threshold between

risk levels can be set using the following relative risk equation:

RR(Fl) =
P (Risk|Fl)
P (Risk|F ′

l )
(4.9)

where RR(Fl) is the relative risk of Fl, and F ′l is the complement of Fl (i.e., [Bi, envj]
′).

Based on the relative risk values, risk severity is assigned and warnings are is-

sued accordingly. In this work, risk severity during a driving event belongs to the set

{Severe, Critical,High,Normal, Low} or equivalently to the integer set {4, 3, 2, 1, 0},

as shown in table 4.2.

As shown in table 4.2, risk severity levels are assigned depending on the relative

risk of a captured event. A driving event with a relative risk of 1 possesses a risk

probability equivalent to the average risk probability of events captured in other
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Table 4.2: Risk Severity Levels

Risk Severity Definition

Severe (4)

A driving event where RR(Fl) > 4.

A warning is issued. A non compliance

to warnings results in zero compliance score.

Critical (3)

A driving event where 3 < RR(Fl) ≤ 4.

A warning is issued. A non compliant driver

receives only a one-quarter compliance score.

High (2)

A driving event where 2 < RR(Fl) ≤ 3.

A warning is issued. A non compliant driver

looses half of his/her compliance score.

Normal (1)

A driving event where 1 < RR(Fl) ≤ 2.

A warning is issued. A non compliance

to warnings results in a one-quarter reduction

in compliance score.

Low (0)
A driving event where RR(Fl) ≤ 1.

No warning is issued.

driving environments. Consequently, a relative risk of 1 was chosen as a threshold

between low-risk events and other events. If a captured event imposes some risk, the

sd will be notified and advised to change his/her behavior as to reduce risk. The

sd receives a complete compliance score unless he/she does not change behavior to

normal. If the sd is not compliant, the reduction of his/her compliance score will be

directly proportional to the event risk severity.

The sd′s compliance to warnings along with a weighted sum of the aggregated

risk probabilities over a certain trip are used to compute the final trip score Sctrip as

will be detailed in the next section.
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4.2.3 Cloud Level: Scoring and Profiling Processes

On the cloud level, time-tolerant computationally intensive operations are hosted.

On the cloud, the overall risk and compliance of drivers through their driving trips

are computed. Risk and compliance are utilized afterwards to calculate trip scores or

to update personalized competency levels of drivers in various driving environments.

Based on risk and compliance scores, risk profiles of drivers are continuously updated

after each driving trip and stored in a centralized database. Drivers are notified

about their overall scores and regarding relevant updates to their driving profiles

following the end of each driving trip. Processing this amount of data requires a

High-Performance Computing (HPC) servers which are available on the cloud level.

We will take the computation of driver compliance as an example to highlight the

asymptotic time complexity of the on-cloud operations. In a time slot t, computing

the compliance to warnings for M drivers in E events will be of the order of O(M×E).

Repeating this process K times will incur a computational cost of O(M × E ×K).

With such high computational cost, it is reasonable to host such operations in the

cloud. Next, the logical flow of information in the cloud is detailed.

Following risk prediction of event k, predicted risk is offloaded to the cloud and

inputted to the “Trip Risk Indexing” module. Based on the predicted risk severity

level, the event k is assigned a risk index RIk according to equation 4.10:

RI(k) = 0.25 ∗ slk (4.10)

where slk ∈ {0, 1, 2, 3, 4} is the risk severity of event k and is one of the risk severity

levels shown in table 4.2. Risk indices for all captured events during a driving trip
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are computed and stored. The overall trip risk index Ptrip can be simply calculated

as the trip average risk, which is denoted by the following formula:

Ptrip =
1

N

N∑
k=1

RI(k) (4.11)

where N is the total number of captured events during a trip.

The sd compliance to a warning following being involved in a risky behavior during

event k is calculated through the “Driver Compliance” module during event k + 1

(i.e., monitoring the driver behavior after issuing a warning). As shown in table 4.2,

compliance is computed according to the risk severity of k. By way of explanation,

the sd is given the full compliance score of 1 if the driver is compliant. If the driver is

non-compliant, a deduction in compliance score is weighted according to risk severity

during the event k. The binary variable ck+1 is defined as follows:

ck+1 =


1, if RI(k + 1) > 0

0, if RI(k + 1) ≤ 0 or Bi,k is normal

(4.12)

Then, compliance with a warning following a risky behavior in event k is expressed

as:

C(k) = 1− ck+1 ∗RI(k) (4.13)

Similar to the overall trip risk index Ptrip, the overall trip compliance, Ctrip, is

calculated as the average compliance throughout a driving trip. It is expressed math-

ematically as:

Ctrip =
1

N − 1

N−1∑
k=1

C(k) (4.14)
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The above argument requires repeating the in-vehicle processes of data collection,

behavior detection, and data offloading, as well as the cloud risk prediction process,

each time after detecting a risky behavior. This repetition is to check if the driver

complied to the warning. A simpler and more practical yet less accurate approach is

to calculate the sd′s compliance based on their compliance probability distribution

for events of different severity levels.

Under the assumptions of:

1. Independent sd compliances in different risky events.

2. Equally probable compliance rates in different driving environments and for

events with the same risk severity level.

the probability of l compliances in Nsl risky events of severity level sl would follow a

binomial distribution with parameter psl:

P (Csl = l) =

(
Nsl

l

)
plsl(1− psl)Nsl−l (4.15)

The overall compliance per trip Ctrip would be the probability of being always com-

pliant (i.e., l = Nsl, ∀sl ∈ {0, 1, 2, 3, 4}). Substituting equation 4.15 in equation 4.13,

Ctrip can be expressed as follows:

Ctrip =
sl=4∑
sl=0

(1 +RIsl).P (Csl = Nsl)−RIsl (4.16)

This simplified formulation will require only calculating the probability parame-

ters psl, ∀sl ∈ {0, 1, 2, 3, 4} in a primary training phase, which is more practical in

many situations. These probability parameters can be updated regularly to track the

changes in a driver’s compliance behavior.
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The trip score is then computed as a function of the trip weighted sum of the risk

index Ptrip, and the driver’s per trip compliance value Ctrip:

Sctrip = F(Ctrip, Ptrip) (4.17)

Given that Ptrip ∈ [0, 1] and Ctrip ∈ [0, 1], a normalized Sctrip ∈ [0, 1] can be written

as:

Sctrip = γ.Ctrip + α.(1− Ptrip) (4.18)

where

γ + α = 1 (4.19)

The values of γ and α determine how much weight is given to Ctrip and Ptrip. For

instance, if α = 1, the overall trip score will be determined solely based on the value

of Ptrip (i.e., γ = 0).

Finally, a subject driver’s profile after a certain trip (Prtrip) can be computed using

an Exponentially Moving Weighted Average (EMWA) filter applied on various trip

scores to assign exponentially increasing weights for recent trips. This is expressed

as:

Prtrip =


Sc1, if trip = 1

ξ.Sctrip + (1− ξ).P rtrip−1, if trip > 1

(4.20)

where the value of ξ determines the number of trips which the filter will use to

calculate Prtrip.

The sd′s per-environment profile is updated using the same analogy for updating

the sd′s per-trip profile. The “Per Environment Risk Indexing” module calculates
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Table 4.3: Summary of Environmental Conditions

Environmental attribute Values

Traffic Flow Divided Not Divided No Lanes -

Traffic Density Stable
Stable With Flow

Restrictions
Unstable -

Traffic Control Yes No - -

Weather Conditions
No Adverse

Conditions
Foggy Rainy Snowy

Lighting Conditions Dark Lighted - -

Road Alignment Straight Curved - -

RIenvj(k) which is the risk index for event k taken into consideration the environmen-

tal context of the event, calculated for each envj. RIenvj(k) is utilized to reflect the

driving competency level of the sd in the driving environment envj along with the

compliance Cenvj(k). Consequently, the score of the sd in envj at event k is:

Scenvj(k) = γ.Cenvj(k) + α.(1−RIenvj(k)) (4.21)

An sd profile in envj (Prenvj) can then be updated after each event captured in

envj. Similar to the per trip profile, Prenvj can be computed using an EMWA filter

to assign exponentially increasing weights for recent captured events in envj.

An important feature of the presented framework is the prediction of driving risk

probabilities given the behavioral and environmental attributes. Non-accurate values

of these probabilities can result in missed or false warnings as well as unreliable driving

scores. The rest of the chapter contains the necessary steps for the development of

the driving risk prediction model. Moreover, the effect of risk prediction results on

the overall scoring performance is analyzed using SHRP2 naturalistic driving data.
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4.3 Data Pre-processing and Model Selection

Raw data contains information about ∼ 29,000 driving events, each with a certain

severity level. In the original dataset, event severity levels are exclusively contained

in the following set: Severity ∈ {Crash, Near-Crash and Crash-Relevant, Non-Subject

Conflict, Balanced Baseline}. An event k in the dataset is represented by a vector

that contains the captured driving behavior of the subject driver prior to a risky event

(or during a normal driving event) (Bi), the environmental context in which these

behaviors happened (envj), and the event severity (Severity):

k = [[Bi, env]
yields to−−−−−→ Severity] (4.22)

Since our problem is to classify the risk level of an event given the behavior of

the driver and the environmental context, the notion of risk is developed as shown in

equations 4.7-4.9. The initial feature matrix is transformed from the original event-

based matrix to the following matrix:



Feature Vector (Fl) Bi envj Outcome (RR(Fl))

F1 B1 env1 RR(F1)

F2 B1 env2 RR(F2)

...
...

...
...

FL Bµ envJ RR(FL)



(4.23)
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4.3.1 Data Pre-processing

Data Merging

In this work, Crash, Near-Crash and Crash-Relevant severity levels are put under the

common severity level of Risky, whereas Non-Subject Conflict and Balanced Baseline

events are used to represent the Normal level. Under each environmental category,

similar features are merged to increase their importance in order to enhance the pre-

diction model performance (e.g., under the road alignment category, whether curved

to the right or curved to the left these road features are considered the same). Sim-

ilarly, the 13 behaviors previously identified in chapter 3 are utilized. Identified

behavioral and environmental features are shown in tables 3.1 and 4.3, respectively.

Data Filtering

Rows in the feature matrix are filtered out if their relative risk values (RR(Fl)) are not

statistically significant. The p−value is utilized to signify the statistical significance.

Rows which possess a p−value > 0.1 are filtered out. The filtered feature matrix has

L′ rows. With the Contingency table shown in table 4.4, the p− value is calculated

for each row l using Fisher’s exact ratio as:

pl =

(
a+c
a

)(
b+d
b

)(
n
a+b

) (4.24)

where n = a+ b+ c+ d.
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Table 4.4: Contingency table for the number of risky and non-risky events

Risk No risk

Fl a c

F ′l b d

Data Encoding

After data merging, the behavioral and environmental categorical variables are en-

coded to integers. Events with the same behavioral and environmental features are

combined and the corresponding risk probability for each is calculated. To represent

data in a meaningful way for the machine learning algorithms, we used the one-hot

encoding technique.

4.3.2 Model Selection

After data is encoded, it is divided into training and development sets according to

the ratio of 70% and 30%, respectively. Using MAE as a performance metric, an error

analysis for a simple multiple linear regression model indicated a high bias (i.e., low

training set performance). More complex structured SVM-based models, on the other

hand, were able to model training data accurately, but were not capable of generalizing

on the development set (i.e., high variance). To achieve a good bias-variance trade-off,

we selected a customized random forest model. In the random forest algorithm [74],

multiple decision trees are built, each from a sample of the training set. The best split

in each tree is based on a random subset of the input features rather than the whole

feature set. The average performance of the various trees is then used to reflect the

forest performance. Although this approach theoretically causes a slight degradation
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in the training set performance, it reduces over-fitting due to the averaging process.

In this work, a customized random forest model resulted in the best bias-variance

performance the regression context.

The adopted hyper-parameters of the selected model are shown in table 6.4, where

Ntot represents the number of all behavioral and environmental features, and MSE

is the mean square error.

Table 4.5: Hyper-parameters of RF Model

Hyper-parameter Classification Regression

Number of Trees 100 100

Split Criterion Entropy MSE

Max No. of Features per Tree
√
Ntot Ntot

4.4 Performance Evaluation and Discussion

In this section, the performance results of the Random Forests risk prediction model

presented in section 4.3 are investigated. The model was implemented in Spyder

(Python 3.6) IDE using the Scikit-Learn Library for Machine Learning and Data

Mining. Results in the regression context are discussed along with the relevant risk

index RI and the overall risk scoring results. Reported results are those obtained

from the customized RF model after trying different random seeds. They represent

the best obtained results.

4.4.1 Risk Prediction

The developed RF model is trained to predict the relative risk of a specific event

given the driver’s behavior and the environmental context. The model was trained
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and validated according to the splitting ratio of 70 % and 30 %, respectively. The

10 − fold cross-validation was performed to reflect the average performance of the

model over different training samples. The normalized absolute error histograms of

the model for both training and validation sets are depicted in figures 4.3 and 4.4,

respectively.

Figure 4.3: The normalized absolute error histogram for the training set using the
developed RF risk prediction model.

The Normalized Absolute Error (NAE) percentage of a feature vector Fl is cal-

culated according to equation 4.25:

NAE(Fl)% =
|RRact(Fl)−RRpred(Fl)|

max(RRact)−min(RRact)
(4.25)

where RRact(Fl) and RRpred(Fl) are, respectively, the actual and predicted relative

risk values for the feature vector Fl, and RRact is the vector that contains the actual
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Figure 4.4: The normalized absolute error histogram for the validation set using the
developed RF risk prediction model.

relative risk values for all the feature vectors in the data-set. Figure 4.3 shows that

the sample count is exponentially decreasing as the NAE increases, with a maximum

NAE of 27%. Similarly, the validation set NAE performance resembles an exponen-

tial distribution but with a higher normalized mean absolute error NMAE as shown

in figure 4.4. The summary of the model NMAE and R2 results is shown in table 4.6.

The validation set results show the high-performance standards the developed model

can achieve with an average NMAE of only 10.7% and with an ability to explain

most of the variability in the data output as shown from the coefficient of determi-

nation value (e.g., 0.66). Moreover, the training set performance indicates that the

developed model has a very small bias with an NMAE value of 4.25% and R2 value of

0.95. Despite the good performance results for both training and validation sets, the

validation set performance shows a 6.45% degradation in the NMAE performance
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when compared to the training set. Furthermore, a 0.29 difference in the R2 value

is noticed. This reflected that the developed model is slightly over-fitted. Although

this bias-variance combination was the best achieved, an over-fitting was unavoidable

which may be attributed to the data-set sample size.

Table 4.6: Summary of the RF Model Results

Performance Measure Training Set (%) Development Set (%)

NMAE (%) 4.25 10.7

Adjusted R2 0.95 0.66

The actual and predicted risk indices are respectively computed from the actual

and predicted relative risk values using equation 4.10, . The mean absolute error

(MAE) metric is utilized to signify the performance. Figure 4.5 depicts the Whisker

plot of the MAE for the risk index RI using 10− fold cross-validation. The average

MAE for the training and validation sets is, respectively, 2% and 8.7%. Such negligi-

ble average errors highlight the accurate RI results, and hence, the accurate scoring

results as will be shown in section 4.4.2.

4.4.2 Driver Scoring

In this section, the expected value of the deviation in an event score is derived and

empirically calculated given the SHRP2 event-based dataset. As shown in section

4.2.3, the performance of a driver in an event k is calculated based on the risk index

RIk and the compliance Ck. The absolute error in the score of a driver given the

feature vector Fk is defined as the absolute difference between the actual and predicted

scores of a driver in an event k. It is denoted by Scerror(k) and can be expressed
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Figure 4.5: Whisker plot for the MAE performance of RI using 10 − fold cross-
validation

mathematically as:

|Scactual(k)− Scpred(k)| = α.|RIact(k)−RIpred(k)|

+ γ.|Cact(k)− Cpred(k)|
(4.26)

where Scact(k) and Scpred(k) are, respectively, the actual and predicted risk scores

of a driver in event k. The expected value of the absolute error Scerror can then be

expressed as:

Scerror = α.E(|RIact −RIpred|)

+ γ.E(|Cact − Cpred|)
(4.27)
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where E(|RIact − RIpred|) and E(|Cact − Cpred|) are, respectively, the mean absolute

errors for the risk index and the compliance scores. Denoting the feature vector at

event k by Fl and the feature vector at event k + 1 by Fj, Scerror can be written as:

E(Scerror) = α.

L′∑
l=1

P (Fl).|RIact(l)−RIpred(l)|

+ γ.
L′∑
j=1

L′∑
l=1

P (Fj|Fl).|Cact(l)− Cpred(l)|

(4.28)

where P (Fl) and P (Fj|Fl) are the probability of Fl and the conditional probability

of Fj given Fl, respectively.

The absolute deviation in compliance (|Cact(l) − Cpred(l)|) is calculated for four

cases:

1. The model predicts that the driver is compliant given that the driver is actually

compliant. In this case, |Cact(l)− Cpred(l)| = 0.

2. The model predicts that the driver is non-compliant while the driver is actually

compliant. In this case, |Cact(l)− Cpred(l)| = RIpred(l).

3. The model predicts that the driver is compliant while the driver is actually

non-compliant. The absolute deviation in compliance in this case is RIact(l).

4. The model predicts that the driver is non-compliant while the driver is actually

non-compliant. The absolute deviation in compliance in this case is |Cact(l) −

Cpred(l)| = |RIact(l)−RIpred(l)|.

Under the assumption of independent occurrences of Fl, ∀l ∈ [1, L′] and according to

the four cases shown above, Scerror can be written as:
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Scerror = α.
1

L′

L′∑
l=1

|RIact(l)−RIpred(l)|

+ γ.(P (NonC|C).
1

L′

L′∑
l=1

RIpred(l)

+ P (C|NonC).
1

L′

L′∑
l=1

RIact(l)

+ P (NonC|NonC).
1

L′

L′∑
l=1

|RIact(l)−RIpred(l)|)

(4.29)

where P (NonC|C), P (C|NonC), and P (NonC|NonC) are, respectively, the prob-

ability of the driver being classified as non-compliant given that the driver is actually

compliant, the probability of the driver being classified as compliant given that the

driver is actually non-compliant, and the probability of the driver being classified as

non-compliant given that the driver is actually non-compliant. The mean of those

probabilities is empirically calculated from the data-set for the training and validation

sets using the confusion matrices shown in tables 4.7 and 4.8, respectively.

Table 4.7: Confusion matrix for training set compliance classification

``````````````̀Actual
Predicted

Complaint Non-compliant

Compliant 168 29

Non-compliant 4 1551

The expected value of the absolute score error is then computed using equation

4.29. Figure 4.6 depicts the 10−fold cross-validation Whisker plot for Scerror, where

α and γ are set to 0.5. The figure shows that the average Scerror for the validation

set is 9.5%, which means that, on average, the risk score of a driver in a captured
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Table 4.8: Confusion matrix for validation set compliance classification

``````````````̀Actual
Predicted

Complaint Non-compliant

Compliant 67 28

Non-compliant 11 654

event will be deviated from the true value by 9.5%.

Figure 4.6: Whisker plot for the mean absolute event score error using 10 − fold
cross-validation.

4.5 Illustrative Example

In this section, an explanation of the trip scoring process for a subject driver using

the proposed risk scoring system is provided through an explanatory example. Table

4.9 displays the details of a driving trip composed of nine captured driving events.

The two weighing factors α and γ are set in this example to 0.5, which means that
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for a captured event, the risk score of the sd will be calculated by equally considering

the risk index of the event and the driver’s compliance to a warning.

For the first event, the driver’s behavior is classified as “normal” and the driver

is consequently assigned the full score of 1. The driver’s score in the second event

is calculated based on the event’s risk index and the driver’s compliance observed in

the third event. The driver receives the full compliance score since he/she changed

behavior to “normal.”However, given the high risk imposed by the driver’s behavior

in the second event (i.e., RI(k) = 0.75), the overall score is calculated as: α.(1 −

0.75) +γ.1 = 0.5× 0.25 + 0.5 = 0.625. The predicted score in this case coincides with

the actual score with no error. During the fourth event, the driver was excessively

speeding. In this case, there was a 25% deviation from the actual score given that the

actual and predicted risk indices are 0.25 and 0.5, respectively. The driver was not

compliant in this case since he/she did not change behavior to “normal” nor the risk

index was zero during the following event. Consequently, the score was calculated

solely based on the event risk index. The overall absolute deviation in the sd′s score

during this trip is: |0.79− 0.75| × 100% = 4%.

4.6 Summary

In this chapter, a novel driver risk profiling framework was presented and discussed.

The information flow among three different computational layers (i.e., the device,

edge/fog, and cloud layers) in the proposed profiling system was investigated. The

risk, scoring, and profiling notions were mathematically defined and explained. The

chapter addressed the risk prediction problem by utilizing the behavioral and envi-

ronmental contextual information of 29, 000 driving events, using the SHRP2 NDS.
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Data pre-processing and model selection processes were performed to achieve the best

possible prediction performance. By analyzing the mean absolute error of different

models, a customized randomized trees model appears to give the best bias-variance

trade-off. Results confirm that behavioral and environmental data are together good

predictors of driving risk, which is measured in this chapter in terms of crash, near-

crash and crash-relevant events. The developed model was then utilized to calculate

the average error between predicted and actual risk indices and the average overall risk

score error. An explanatory example of the risk scoring process using the proposed

framework was provided. The results clearly show the robustness and effectiveness of

the proposed profiling system in assigning accurate and representative risk scores for

drivers.

In the next chapter, the personalized risk profiles of drivers are used in suggesting

individualized safety-based routing options that aim to minimize the driving risk of

individuals by considering their different skillfulness levels in various driving environ-

ments.
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Table 4.9: An illustrative example of trip scoring for an sd using proposed risk scoring
system
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Chapter 5

iRouteSafe: Personalized Cloud-Based Route

Planning Based on Drivers’ Risk Profiles

Car accidents are one of the leading causes of human fatalities worldwide. Given

the variation in capabilities of drivers in different driving conditions, a personalized

safety-based routing - that considers the variation in driving skills - is a step to-

wards minimizing drivers’ individual and aggregate risk. In this chapter, we propose

iRouteSafe, a novel cloud-based route planner that utilizes drivers’ individualized risk

profiles in suggesting routing options based on drivers’ personal skillfulness levels. Us-

ing graph theory concepts, the routing problem is formulated as a combinatorial joint

optimization problem where the objective is to find the optimal route that minimizes

cost function composed of a route’s travel time, expected risk, and the personal driver-

specific risk in such driving routes. To highlight the significance of the proposed route

planning, a case study is presented.
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5.1 Introduction

Despite the recent safety measures that are being adopted by governments and car

manufacturers to ensure safe driving, the road traffic death rate is still high. The 2018

global status report on road safety issued by the WHO indicated that 1.35 million

people across the world are losing their lives every year due to road injuries [12]. Such

a significant fatality number has made road injuries the eighth global cause of death

in 2016. Moreover, the report dictates that most countries spend approximately 3%

of their GDP to cover road crash expenses in the form of injury treatment, helping

bereaved families, etc. [75]. With these alarming statistics, more innovative proposals

are needed to minimize road crash rates.

Considering the effect that driving conditions can have on drivers, providing them

with the choice to avoid driving in risky environments could certainly mitigate crash

risk. Current navigation systems only provide route suggestions based on travel time

or distance, hence, safety-based routing systems that suggest routes based on their

expected risk are needed [76]. Safety-based routing terminology comes in different

levels of abstraction. A general definition of such terminology is to find the safest

route between a source and a destination among several potential routes based on

the expected crash risk of each route. A common approach to predict such risk is

through analyzing the crash records of roads with similar static (e.g., road alignment,

traffic control) and dynamic (e.g., traffic density, weather conditions) environmental

attributes. Although this approach covers the safety-based routing notion from a

holistic perspective, it ignores the variation in the personal driving skill levels of

drivers in the same driving conditions.
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With the recent advancements in vehicular sensing technologies [77] and low-

cost platforms such as OBD and smartphone sensors [78], the accurate detection

of various driving behaviors and the ability to profile drivers has become affordable

[3]. Furthermore, the recent developments in Vehicle-to-Cloud (V2C) [79, 80, 81],

and cloud computing technologies have made it easy to send detected behaviors from

vehicles to a cloud and couple the detected behaviors with the real-time environmental

context as they occurred [82]. Such coupling paves the road to an environmental-aware

driver profiling which measures the individual competence levels of drivers in different

driving environments as discussed in chapter 4. With this information stored in the

cloud, a personalized safety-based route planning that considers the individual risk

profile of a driver is now possible.

In this chapter, the personalized safety-based route planning is formulated as a

joint optimization problem in which the cost function is composed of the travel time

of a route, and weighted general and personal expected risks taking such a route. The

main contributions of this chapter are summarized as follows:

1. A novel personalized safety-based routing framework that is founded on the

personal risk profiles of drivers in various driving environments is proposed

with the underlying in-vehicle and on-cloud processes.

2. The personalized safety-based routing problem is formulated as a joint optimiza-

tion problem and a possible solution is provided using a linear programming

approach.

3. A real-world case study from the province of Ontario, Canada is presented and

discussed to demonstrate the difference between current and proposed routing

systems and to highlight the importance of the proposed framework.
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The remainder of this chapter is organized as follows. In section 5.2, background and

related work are presented. Section 5.3 discusses the proposed cloud-based routing

framework with the underlying sub-systems. In section 5.4, the route planning opti-

mization problem is formulated and discussed. Section 5.5 presents a real-world case

study to demonstrate the proposed routing system. The summary is given in section

5.6.

5.2 Background and Related Work

Current popular route planning systems such as Google Maps primarily rely on the ex-

pected travel time in suggesting routes. Vehicle routing based on the estimated travel

time problem has been extensively covered in the literature. The main objective in

this problem revolves around finding the optimal route that has the minimum overall

travel time among a number of potential routes given the static and dynamic at-

tributes of the route [83]. Likewise, Waze application provides route planning choices

based on which route has the shortest distance or travel time. Waze issues real-time

traffic warnings such as car accidents based on information inputted by drivers [84].

Eco-route planning has been recently studied in the literature. In [85], authors

proposed a cloud-based system that provides heavy duty vehicles with optimal routes

that minimizes fuel consumption while satisfying a constraint on the maximum travel

time. Moreover, the choice of the optimal route that jointly minimizes travel time

and a driver’s discomfort is presented in [86]. Discomfort was measured in terms of

road roughness, anomalies, and the number of intersections. Recently, authors in [87]

proposed a fuzzification route recommendation system that suggests a route based

on the condition of its segments.
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Safety-based route planning has also been studied in literature. In [88], the au-

thor discussed an envisioned IoT-based framework that is expected to facilitate the

employment of safety-based routing. Authors in [89] proposed a risk prediction model

that utilizes a large-scale road and crash dataset to predict crash rates in road seg-

ments based on eight static road features. Moreover, to compensate for the dynamic

real-time factors (e.g., weather condition) that were not present in the dataset, au-

thors introduced ad-hoc correction factors to be applied on the proposed prediction

model. More recently, authors in [90] proposed SafeRNet, a safety-based routing sys-

tem. The system is built on a customized Bayesian inference model that is able to

predict the crash risk in a road segment based on both static and dynamic features.

Despite the research efforts mentioned above, to the best of our knowledge a

safety-based route planner that takes into account the individual differences in driving

competence levels among drivers in different driving environments is still missing. For

instance, although curved roads with high traffic density and foggy weather conditions

could be risky from a holistic standpoint, drivers may have various risk rates in such

an environment depending on their personal competence levels. Using the individual

risk profile of a driver in calculating his/her personal overall risk in different routes

is presented and thoroughly explained next.

5.3 iRouteSafe: System Architecture

In this section, we present an overview of the personalized safety-based routing system

followed by an explanation of the individual safety-based system’s components.
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Figure 5.1: iRouteSafe: proposed personalized safety-based route planning system.

5.3.1 Overview

Figure 5.1 depicts the proposed iRouteSafe system’s architecture. In the proposed

iRouteSafe system, the route planning process is initiated by the subject driver (sd)

who communicates his/her current GPS co-ordinates, desired destination, identifi-

cation number, and desired personalized routing preferences to the cloud through a

cellular wireless link. An sd can choose a route based on the minimum expected

travel time (ETT ), minimum risk (from both personalized and holistic perspectives),

or based on the joint inclusion of these preferences in the route’s optimization cost

function.

On the cloud, the sd′s GPS current location (source) and desired destination are

inputted to a road information retrieval module which retrieves the potential road

segments (R) from source to destination as abstracted directed graph edges, and

the segments’ corresponding static features (Envs) from the road information data-

base (e.g., In Canada, the road information database is built through accessing the

National Road Network (NRN) Canada, which includes road segment information
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such as location, name, type, direction, address range, rank and class [91]). Then,

with an access to the real-time road information, a mapping function f matches

the potential road segments with their corresponding real-time information (Envd)

including their weather conditions, traffic density levels, and lighting conditions.

f : R→ Envd (5.1)

After that, the static and dynamic features of each potential segment are merged

together through a coupler in a matrix structure (Env = [Envs, Envd]) with each

row representing the overall features of one potential road segment. Given the static

and dynamic features of potential road segments, a trained supervised risk prediction

model predicts the relative risks (RRs) of the segments, where RR is calculated as

the relative crash and near-crash risk probability as further explained in section III.B.

Moreover, to retrieve the personalized competence levels of the sd for the potential

road segments, Env is fed to a database containing updated risk scores of the sd in

road segments with similar features to the potential road segments. The personalized

risk scores of the sd in the potential road segments are extracted from the personalized

driver profile database given the identification number of the sd. Also, Env is utilized

to calculate the expected travel times of the road segments (ETTs). The information

of the general RR, personalized risk scores, and ETTs of potential road segments

is then passed to the “per segment risk indexing” module which hosts two utility

functions F(.) and G(.) that respectively assign two risk indices RIgen and RIper for

each road segment corresponding to its general and personalized risks. The calculation

of RIgen and RIper is detailed in section III.D. Finally, the segment ETTs, general

and personalized risk indices are provided to the proposed joint safety-based route
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optimizer which, based on the sd′s preferences, calculates the optimal route and sends

it back to the sd.

5.3.2 Road risk prediction model

Road risk in the context of this chapter refers to the general risk imposed on a driver

when exposed to a certain road environment, regardless of the personal driving skills

of that driver. By definition, such risk does not vary between drivers as it solely

depends on the road’s architecture and dynamic features.

In this chapter, SHRP2, a large-scale naturalistic driving study [50], is utilized to

develop the road risk prediction model. Using the environmental context during such

events as risk predictors, the risk prediction is defined as the process:

F : Envi → RR(Envi) (5.2)

where RR(Envi) is defined as the relative risk of Envi in SHRP2 dataset and is

mathematically expressed as:

RR(Envi) =
P (Risk|Envi)
P (Risk|Env′

i)
(5.3)

where P (Risk|Envi) is the risk probability given the exposure to driving environment

i, and P (Risk|Env′
i) is the risk probability in all other environments except i. Risk

probability in a certain driving environment is calculated in terms of the number of

crash, near-crash, and baseline events as:

P (Risk|Envi) =
Ci +NCi

Bi + Ci +NCi
(5.4)
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Figure 5.2: Driver profiling update after each driving trip.

where Ci, NCi, and Bi are respectively the number of crash, near-crash, and baseline

events captured in driving environment i. Since P (Risk|Envi) depends on the sam-

pling rate at which the baseline events are taken, the relative risk probability rather

than risk probability has been adopted as a risk measure.

In this work, an RF regressor with 100 decision trees and MSE splitting criterion

is trained using SHRP2 data samples to reflect the relative risk of different driving

environments [82]. Table 5.1 depicts the considered environmental road features.

5.3.3 Individualized drivers’ profiles database

As discussed in chapter 2, driver profiling is a dynamic personalized process that

targets the detection of a driver’s competencies based on his/her driving behaviors.

Figure 5.2 depicts a summary of the driver profiling process which starts by com-

municating a detected behavior, sd′s current location and identification number to

the cloud. Behavior detection is usually performed inside the vehicle by utilizing

the in-vehicle sensors such as smart-phone sensors (e.g., accelerometers, gyroscopes,

GPS) or OBD units. Using such data, behaviors are categorized using a multi-class

classifier.
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On the cloud, static and real-time features of the road segment where the behavior

is detected are extracted and fed to the “per environment” scoring module. This

module hosts a trained risk prediction model which predicts risk based on the joint

effect of the detected behavior and its environmental context. The scoring module also

hosts a feedback sub-module which compares the relative risk of detected behavior to

an ad-hoc threshold. A warning is issued to the sd during a driving trip if the relative

risk of the detected behavior is high. Based on the average relative risk of different

detected behaviors and the sd′s compliance to warnings, the sd′s “per environment”

profile is updated by the end of each trip. The risk score (RS) of sd in a driving

environment Envi is expressed mathematically as:

RSsd(Envi) = max (RRsd(Envi)− β.Csd(Envi), 0) (5.5)

where RRsd(Envi) and Csd(Envi) are respectively the average relative risk and com-

pliance of driver sd in driving environment Envi, and β is a weighting factor the

system administrator chooses to specify the importance of Csd(Envi) in the calcula-

tion of RSsd(Envi) [82].

5.3.4 Per segment risk indexing

Two risk indices, SRI and PRI, are assigned to a road segment r based on the RR of

the segment and the sd′s personal RS in that segment, respectively. SRI is assigned

based on two factors. The first is the ETT of the segment which reflects how much

time the sd will be exposed to the risk imposed by r, while the second is the RR
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value of the segment as expressed in equation 5.6.

SRI(r) = F(ETT (r), RR(r)) (5.6)

Since the risk of the segment has a positive relationship between its ETT and RR

values, the SRI utility function can in the form:

SRI(r) = (ETT (r)×RR(r))n1 (5.7)

ETT (r) can be viewed as a factor that weighs the risk of the segment based on the

sd′s exposure to that risk. n1 is an integer chosen by the system administrator that

determines the effect of the risk of individual route segments on the choice of the

overall optimal route. For instance, considering two potential routes R1 and R2. R1

may have a smaller sum of weighted relative risks compared to R2 but still be avoided

if n1 is large in case that R1 contains a segment or more with very high weighted

relative risk.

Similarly, PRI is assigned based on the ETT of a segment and the sd′s personal

risk score RS in that segment (or in another segment with similar environmental

features). The truthfulness (TR) of the RS score is another weighting factor that is

utilized to calculate PRI. TR value depends herein on the total exposure time of

the sd driver in a driving environment similar to the segment’s environment. TR ∈

[0, 1], with a value of 1 indicating full truthfulness. The mathematical expression of

the personal risk index PRI for sd is shown in equation 5.8.

PRIsd(r) = (ETT (r)× TRsd(r)×RSsd(r))n2 (5.8)
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5.4 Personalized Safety-Based Routing

In this section, the proposed route planning problem is formulated using graph theory

and Linear Programming (LP). Planning a route between a source and destination

in a road network can be modelled as a digraph where nodes in the graph resemble

road network intersections while edges represent road segments.

A digraph is formally represented by the tuple G, where G = (N , E). N and E

are respectively representing the set of all nodes in the graph, and the set of all edges

(i.e., ordered pairs of nodes) in the graph.

In our proposed route planning problem, each edge εni,nj
, where εni,nj

∈ E ,

is uniquely characterized by the 3-tuple (tεni,nj
, SRI(εni,nj

), PRIsd(εni,nj
)), where

ni, nj ∈ N are any two consecutive nodes in the graph with a direct path, tni,nj

is the expected travel time between ni and nj, SRI(εni,nj
) is the segment risk index

of εni,nj
, and PRIsd(εni,nj

) is the personalized risk index of sd in εni,nj
.

A path from source to destination in the digraph is a sequence of edges (road

segments in our problem) starting from source and ending to destination. Let P

denote a matrix containing all paths, where Pl is a vector of nodes that form a

possible path in P . The personalized safety-based routing problem is formulated as

a combinatorial joint optimization problem as shown in equation 9:

min
l

i=M−1,j=M∑
i=0,j=i+1

tεPl(i),Pl(j)
+ γ1.SRI(εPl(i),Pl(j))

+γ2.PRIsd(εPl(i),Pl(j))

(5.9)

where Pl(i) is the node that corresponds to the ith index of Pl, M is the last node in
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path Pl which is the destination node, γ1 and γ2 are weighting factors which reflect

how much importance is given to the safety terms. So the problem is to find the

integer l which corresponds to the optimal path Pl.

The problem is further formulated as a Linear Integer Programming (LIP) prob-

lem. The binary variable xni,nj
is defined as follows:

xni,nj
=


1, if εni,nj

is a segment in the optimal path

0, otherwise

(5.10)

And let C(εni,nj
) be the cost of travelling in edge εni,nj

which is expressed as:

C(εni,nj
) = tεni,nj

+ γ1.SRI(εni,nj
) + γ2.PRIsd(εni,nj

) (5.11)

So the LIP problem can be formulated as:

Minimize
∑

∀εni,nj∈E

C(εni,nj
).xni,nj

(5.12)

subject to
∑

∀εn0,nk
∈E

xn0,nk
= 1 (5.13)

∑
∀εni,nj∈E

xni,nj
−

∑
∀εnj,nm∈E

xnj ,nm = 0 (5.14)

∑
∀εnk,nM

∈E

xnk,nM
= 1 (5.15)

∑
∀εni,nj∈E

γ1.SRI(εni,nj
)+

γ2.PRIsd(εni,nj
) < sth (5.16)
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where the constraints in equations 13 and 15 are necessary to ensure that there is only

one arc leaving the source node and only one arc arriving to the destination node,

respectively. The constraint in equation 14 is important to ensure the path continuity

where nj is any intermediate node in the graph (i.e., nj 6= n0 and nj 6= nM). The

constraint in equation 16 defines a user-specific safety constraint for which a route is

avoided if its total risk is above sth.

5.5 Case Study

(a) Optimal route according to Google Maps. (b) Optimal route according to iRouteSafe.

Figure 5.3: Route planning case study in Ontario, Canada.
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Figure 5.4: Road network as a graph.

In this section, a route planning case study which highlights the effectiveness of the

proposed route planning scheme is discussed. The case study is from the province of

Ontario in Canada where the requested route is from the city of Kingston to Ottawa.

The trip request was performed on Sunday, June 2nd at 10:15 PM EDT.

Figure 5.3(a) depicts the proposed Google Maps route. Considering the real-time

traffic and road conditions, the selected Google Maps route resulted in the minimum

expected travel time. Figure 5.4 shows the extracted graph that represents the road

network. In this figure, the 3-tuple presented on each road segment represents the
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expected travel time of the segment, general risk index, and personalized risk index,

respectively. General and personalized risk indices were generated using equations

5.7 and 5.8 considering both the static and real-time environmental features shown

in table 5.1. The nodes in this figure resemble the major road intersections.

To choose the optimal route which jointly considers the travel time and risk, we

used Gurobi optimizer [92] to solve the optimization problem in equations 12 through

15. The optimization parameters that are used in this case study are presented in

table 5.2.

Table 5.2: Optimization parameters of the case study

Optimization Parameter Value

γ1 1

γ2 2

n1 1

n2 1

TR
−→
1

sth 210

In table 5.2, the values of γ1 ad γ2 shows that more weight was given to the

personalized risk index of the subject driver than the general segment risk index.

Also road segments in this case study are linearly penalized for their SRI and PRI

values as indicted form n1 and n2 values. The optimal iRoutesafe route follows Figure

4 node sequence 1-2-3-4-5-11-12-13-14-15 and is depicted in Figure 5.3(b).
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5.6 Summary

In this chapter, a novel cloud-based route planning framework was presented. In

the proposed framework, the system selects the route which jointly minimizes the

expected travel time and the risk from a holistic and personalized perspectives. Using

static and dynamic environmental attributes, a customized regressor was trained to

reflect the expected relative risk of road segments. The novelty in the proposed

framework appears in the incorporation of the personalized drivers’ risk profiles in

the calculation of the overall route risk. Taking to account such variation in drivers’

skillfulness levels in the same driving environment is certainly crucial to minimize the

aggregate risk.

Using graph theory and linear programming, the problem was formulated as an

LIP problem. To highlight the effectiveness of the proposed system, Gurobi optimizer

was utilized to solve a real route planning problem from the province of Ontario in

Canada.
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Table 5.1: Features of driving environments
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Chapter 6

Profiling Based on Fault Inference During Risky

Events

Proposed risk profiling frameworks in chapters 3 and 4 are based on assigning risk

scores for drivers given the expected risk of their driving behaviors. Another approach

is to profile drivers based on the actual risky events (i.e., crashes or near-crashes) they

were involved in and their fault contribution in such events.

In this chapter, an additional level of classification in the hierarchy of profiling is

proposed. Using the 100-CAR NDS data-set, five different Hidden Markov Models

are trained to determine the fault responsibility of a subject vehicle in crash or near-

crash events. Two specific driving situations, which are conflicts with leading and

following vehicles, are investigated in this study. Results show that these models can

achieve a reasonable classification accuracy.

6.1 Introduction

Profiling drivers solely based on the expected risk of their driving behaviors without

considering the actual risky events they were involved in and whether they were faulty
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or non-faulty can be misleading. That is because, from a personal perspective, drivers

may vary in their responses towards driving conflicts and in their skillfulness levels.

For instance, some drivers show an extremely careful attitude even in non-risky events

(e.g., no crash or near-crash). This, in turn, causes them to do more frequent harsh

braking than other drivers. Although harsh braking behavior may be associated

with high risk probability from a holistic perspective, it may not be risky for these

specific drivers with such a careful attitude. These drivers will be unfairly profiled as

they will have similar risk profiles to careless and inattentive drivers. Consequently,

adding another level in the hierarchy of profiling that considers the detection of the

actual risky events (e.g., crash or near-crash events) and the fault contribution of

the subject driver in such events is important. That is achieved through modified

techniques that incorporate driving scene variables, which reflect the actual behavior

of individual drivers in risky situations as is explained in this chapter.

The main contributions of this chapter are as follows:

1. A novel driving fault inference profiling system is proposed. The system com-

promises the data filtering and pre-processing, risky event detection, time win-

dowing, semantic analysis of detected risky events to classify the subject driver’s

behavior, and risk profiling.

2. Fault inference is formulated as a sequence modeling problem and tackled using

HMM-based modelling approach.

3. HMM models are trained and validated using a large-scale NDS (i.e., 100 CAR

NDS). Two specific driving conflicts are studied. Results show the effectiveness

of our approach in classifying drivers.
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Despite the efforts in driving behavior classification (see section 2), models that

are capable of capturing drivers fault contribution in creating risky events are still

a void. To this end, the work in this chapter is meant to be a step towards a com-

prehensive novel classification approach in which drivers are classified based on their

fault contribution in different risky driving situations.

In this chapter, an HMM-based modeling approach is deployed to determine the

fault responsibility of a subject driver during crash or near-crash events. Five unique

HMMs, representing five classes of behaviors, are trained and validated using the 100-

CAR NDS data set [93]. Three of these models are utilized to classify a subject driver

when he/she is involved in conflicts with following vehicles, while the other two are

used to classify conflicts with leading vehicles, in normal road and weather conditions.

The rest of this chapter is structured as follows: first, the driving fault determination

problem is discussed in Section 6.2. A system overview is then presented in section

6.3. In section 6.5, the fault determination classification approach is detailed and

examples are provided to elaborate the idea. Section 6 explains the details of the

fault inference profiling system. It comprises the data filtering and pre-processing,

and the HMM-based formulation of the fault inference problem. The experimental

results are then provided in section 6.6. Finally, the chapter summary is shown in

section 6.7.

6.2 Problem Statement

In this chapter, we consider a traffic environment in which traffic flow is either in

one or in two directions (i.e., one-direction, divided, or non-divided roadway). The

objective is to automatically determine the fault responsibility of a subject driver
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during risky conflicts of different types (e.g., conflicts between subject driver and

following or leading vehicles) using sequential modelling. This is achieved via the

analysis of the pre-incident maneuver that caused this risky event, and the re-action

of the sd in response to that event. Figure 6.1 depicts an example of a conflict between

an sd and a leading vehicle in a divided roadway.

By analyzing vehicle-related signals (e.g., longitudinal and lateral acceleration)

as well as range related signals (i.e., radar range and range rate sequential data),

different behavioral classes are assigned to the sd, depending on the conflict type.

The classification process is detailed in section IV. This classification is in agreement

with the Revised Regulations of Ontario (R.R.O.) 1990, Regulation 668, and fault

determination rules, under “Rules for Automobiles Traveling in the Same Direction

and Lane” section [94].

The accurate determination of the sd’s behavior during risky driving conflicts

lays the foundation for more advanced profiling techniques that can be utilized by

insurance companies as well as fleet administrators.

6.3 System Overview

In this section, an overview of the proposed fault inference system is provided. Figure

6.2 depicts the system architecture.

In the proposed system, the time-series data that is collected by the subject vehi-

cle during a certain trip is off-loaded to the cloud on a per-trip basis. Collected data

contains the longitudinal and lateral behaviors of the subject vehicle as well as its

relative motion information with surrounding vehicles and objects. Once the data is
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Figure 6.1: A conflict with a leading vehicle in a divided roadway.

off-loaded, it is pre-processed to remove outliers and to interpolate missing data. Af-

terwards, risky events of different types are detected from the data time-series stream

through different triggers. For instance, data reductionists in the 100-CAR study

have performed a sensitivity analysis to find the best set of triggers that leads to the

best confusion matrix performance [93]. Once a risky event is detected, a pre-incident

time-series data are inputted to different HMM-based models each corresponds to a

unique behavioral class to infer the fault contribution of the subject driver. In this

work, four distinct behavioral classes are identified as is explained in section 6.4. The

choice of the pre-incident time in which the time-series data are analysed is a system’s

tunable hyper-parameter, and so are the number of states in the HMM models and
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Figure 6.2: Proposed Fault Inference System.

the sampling time. Each of the HMM models outputs a posterior conditional prob-

ability (P (Zk|λi)) of the observation sequence (Zk) given the model (λi). Based on

the posterior probabilities of the models, the driver is assigned to one of the four be-

havioral classes (the one with the highest posterior probability). In the next section,

an explanation of the four behavioral classes in two types of conflicts (i.e., conflicts

with following and leading vehicles) is provided.

6.4 Fault determination

The knowledge of longitudinal and lateral behavior as well as the relative position of

the sd prior to and during a risky event, can provide an insight to the driver’s contri-

bution in creating such an event. This leads to a more accurate and fair classification

that takes into account the whole driving scene. The classification process depends

on the driving conflict type in which the sd is involved. In general, drivers are classi-

fied as one of the following four classes: Faulty, Non-faulty, Skilled, and Non-skilled.

Each of these classes represents a set of unique and distinguishable observation sets.
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Faulty and non-faulty classification modeling is done in accordance with the insur-

ance act rules in the case of crash occurrence. The other two classes represent a

finer classification based on the driver’s re-action during the event. The latter two

classes, although they are conventionally considered part of the non-faulty category,

they have unique characteristics that single them out from the non-faulty class. In

the rest of this section, we discuss two of the most common driving conflicts which

are conflicts between the sd and leading/following vehicles. The devised models are

built under three assumptions

1. Normal weather and road conditions.

2. Vehicles are in a one way or divided roadways.

3. Vehicles are not at an intersection.

6.4.1 Conflicts with leading vehicles (type 1)

Consider a situation where an sd is involved in a crash/near-crash event with a leading

vehicle. Table 6.1 summarizes the description of the different sd’s behavioral classes.

The 100-CAR data-set does not contain events that represent the non-skilled and

non-faulty classes for this conflict type and under the aforementioned assumptions.

The sd driver is classified as non-faulty when another driver cuts in too close in front

of him/her, making it impossible to avoid crashing (given the current velocity and the

forward range of the sd). On the other hand, the sd is non-skilled when an avoidable

crash occurs due to the sd’s poor judgement or inattentiveness. Hence, the sd in this

class is still considered as non-faulty since he/she did not initiate the faulty maneuver.

The other two classes will be explained using two sets of real observations obtained

from the data-set.
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Table 6.1: Behavioral classes of an sd involved in a conflict with a leading vehicle.

Class Description

Faulty

Being involved in a crash/near-crash event with a

leading vehicle due to the sd inattentiveness/

aggressive behavior.

Non-skilled

Being involved in an avoidable crash event

where the leading vehicle is faulty. The sd could

safely take a corrective reaction to avoid the crash.

Non-faulty
Being involved in an unavoidable crash event

where the leading vehicle is faulty.

Skilled
Avoiding a crash with a faulty leading vehicle

by decelerating or changing lanes.

Faulty class

An sd is considered faulty in a conflict with a leading vehicle when he/she is not

keeping enough forward distance prior to the conflict. Figure 6.3 depicts four time-

series observations during a near-crash event. Figure 6.3 shows that the sd has kept

a constant speed (i.e., zero longitudinal acceleration) even with a decreasing forward

range and range rate (i.e., the sd is aggressively speeding). The driver had to perform

a harsh braking at the last moment (i.e., at time = 6s on the Figure) to avoid rear-

ending the leading vehicle.

Skilled class

The skilled behavioral class comprises sds who reacts skillfully to avoid a crash with

a leading vehicle that cuts in too close in front of him/her (i.e., faulty lane change

maneuver). Figure 6.4 depicts the time-series data of a skilled driver during a risky
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Figure 6.3: A set of observations showing a faulty sd during a conflict with leading
vehicle

conflict with a leading vehicle. Observations show a steep change in the forward

range of the sd at time ≈ 5s. The range is almost constant when it suddenly and

significantly decreased. This reflects the unsafe lane change maneuver performed by

a leading vehicle. The sudden change in the lateral acceleration signal shows that the

sd has avoided the crash by immediately making a left lane change maneuver followed

by a smooth longitudinal braking.

6.4.2 Conflicts with following vehicles (type 2)

In table 6.2 , a brief description of different behavioral classes of an sd involved in

a risky conflict with a following vehicle is presented. Based on the event narrative

data dictionary of the 100-CAR data set, and the description of each class, the skilled
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Figure 6.4: A set of observations showing a skilled sd during a conflict with leading
vehicle

behavioral class is missing in the available data. An sd is considered skilled in this

type of conflicts when he/she reacts to an inattentive or aggressive following vehicle

by safely accelerating or changing lanes. The other three classes are detailed in the

following sections.

Faulty class

An sd is classified as faulty in this category of conflicts when he/she changes lanes

without keeping a safe gap with the following vehicle in the new lane. Figure 6.5 shows

an example of a set of observations that reflects this behavior. As can be deduced

from this figure, the change in the lateral acceleration at time ≈ 4s is followed by a

steep change in the rearward range (i.e., from RRearward ≈ 43m to RRearward ≈ 5m).
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Table 6.2: Behavioral classes of an sd driver involved in a conflict with a following
vehicle.

Class Description

Faulty

Cutting too close in front of a following vehicle

causing an unsafe rearward range or a negative

range rate high in magnitude.

Non-skilled

Braking too hard in front of a following vehicle

causing an unsafe rearward range or a negative

range rate high in magnitude.

Non-faulty
Braking smoothly. Unsafe rearward range due

to the reckless behavior of the following vehicle.

Skilled
Avoiding a crash with a following vehicle

by accelerating or changing lanes.

This is interpreted as a faulty lane change maneuver.
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Figure 6.5: A set of observations showing a faulty sd during a conflict with a following
vehicle

Non-skilled class

In this class, the sd is in the same lane of the following vehicle when he/she makes

an unnecessary harsh braking, causing a crash or near-crash event with the following

vehicle. Although the following vehicle is still classified as faulty, since it has to

keep a safe rearward range, the conflict could be avoided if the sd did not make this

unnecessary action. Figure 6.6 depicts a set of observations showing an unskilled

behavior. The sd in this example performed an aggressive deceleration event at time

≈ 3s. This has led the following vehicle to nearly hit the sd in the rear as can be

shown from the rearward signal. In this incident, the forward range was big enough

that the sd did not have to take such aggressive action.
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Figure 6.6: A set of observations showing a non-skilled sd during a conflict with a
following vehicle

Non-faulty class

In this conflict type, despite of the smooth behavior of the sd, the inattentiveness

or aggressiveness of the following vehicle causes a risky event. In figure 6.7, an sd

is involved in a near-crash event due to the in-attentiveness of the following vehicle.

As can be noticed, although the sd is keeping a constant speed, his rearward range

started to decrease gradually at time ≈ 2.5s. A near-crash event occurred at time ≈

5s when the sd smoothly decelerated at time ≈ 4.5s.
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Figure 6.7: A set of observations showing a non-faulty sd during a conflict with a
following vehicle

6.5 Fault Inference Profiling System

In this section, the details of the fault inference profiling system are provided. The

details comprise the notational conventions that are utilized, the data filtering, pre-

processing, and feature selection, and the HMM-based formulation of the driver be-

havior classification problem.

6.5.1 Notational Conventions

The mathematical notations that are used in this section are displayed in table 6.3.
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Table 6.3: Summary of Notations

Notation Description

sv Subject vehicle

N Number of HMM model states

M Number of possible observations per state

A The HMM transition matrix

B The HMM emission matrix

π The HMM initial state distribution array

TTC Time-to-Collision

RForward Range between sv and the nearest vehicle/object/pedestrian

in the forward direction

RRForward Range rate between sv and the nearest vehicle/object/pedestrian

in the forward direction

RRearward Range between sv and the nearest vehicle/object/pedestrian

in the rearward direction

RRRearward Range rate between sv and the nearest vehicle/object/pedestrian

in the rearward direction

AccLong Acceleration in the longitudinal direction

AccLat Acceleration in the lateral direction

Zk The kth observation matrix

Zk,t The observation vector that belongs to Zk at time t

Sj An HMM state corresponding to the driving behavioral mode j

P (Sj|Si) An HMM state transition probability

P (Zk,t|Sj) An HMM emission probability

P (Zk|λi) The posterior probability of the observation sequence Zk given

the HMM model λi

6.5.2 Data Filtering and Pre-processing

In this study, the 100-CAR NDS data is used for the training and validation of the

HMM models. The 100-CAR NDS project is a large-scale data collection project

sponsored by the National Highway Traffic Safety Administration (NHTSA) and the
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Virginia Department of Transportation (VDoT) [93]. In the 100-CAR NDS, 241 pri-

mary and secondary drivers were recruited over a period of 1 year to collect large-scale

driving data. Recruited drivers used approximately 100 cars instrumented with a set

of sensors including forward and rearward radar sensors, OBD units, accelerometers,

gyroscopes, five channels of digital video, and GPS. The sampling rate of the acquired

data ranged from 1 Hz to 10 Hz. Data was recorded using Electronic Digital Recorders

(EDR) resulting in a significant amount of driving data which is approximately 43,000

hours of data [93].

Data reductionists identified a total of 69 crash and 760 near-crash events based on

different types of triggering signals (e.g., acceleration or deceleration ≥ 0.5 g coupled

with a time-to-collision (TTC) of 4 seconds or less). The detailed identification

process could be found in [93]. Only 176 events that match the scope of this study

have been used for model training and validation purposes. For each of these events,

a file that contains a time-series data spanning 30 seconds before and 10 seconds after

the event is available. Time-series data include 31 variables (e.g., speed, acceleration,

etc.) that describe the sv behavior during each event. The detailed narrative of each

event was extracted and documented using the installed digital video cameras. These

narratives are used in this work for labelling the events.

During the data collection process, sensors failed to capture the values of some

variables at some time instants, causing some gaps in the data. In this work, missing

data are approximated using linear interpolation. Only a few variables are initially

selected as candidate features for model training. They can be categorized into two

types:

1. Type 1 variables: variables that reflect the longitudinal and lateral movements
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of the sv. These variables are gas pedal position, speed (CAN-bus), speed

(GPS), yaw rate, vehicle heading (GPS), longitudinal and lateral accelerations.

2. Type 2 variables: variables that reflect the relative motion of the sv to leading

and following vehicles. These variables are: the forward range and range rate,

and the rearward range and range rate.

The forward range is the distance between the sv and the nearest leading vehi-

cle/object/pedestrian, while the rearward range is the distance between the sv and

the nearest following vehicle/object/pedestrian, at any point in time. They are ex-

pressed mathematically as:

RForward(t) = |xi(t)− xi+1(t)| (6.1)

RRearward(t) = |xi(t)− xi−1(t)| (6.2)

where RForward(t) and RRearward(t) are the forward and rearward ranges at time t,

respectively, xi(t), xi+1(t), and xi−1(t) are the positions of the sv, leading vehicle,

and following vehicle at time t, respectively. The range rate is the rate of change of

the distance between the sv and following or leading vehicles. It possesses a negative

value when the distance decreases over time. Forward and rearward range rates can

be expressed mathematically as:

RRForward(t) =
xi+1(t + ∆)− xi+1(t)

∆
− xi(t + ∆)− xi(t)

∆
(6.3)

RRRearward(t) =
xi(t + ∆)− xi(t)

∆
− xi−1(t + ∆)− xi−1(t)

∆
(6.4)

where RRForward(t) and RRRearward(t) are the forward and rearward range rates,

respectively, and ∆ represents the time step.
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Feature Selection

The statistical dependencies among “type 1” variables are obtained through the cal-

culation of their correlation matrix. A fixed correlation coefficient threshold of a

value ≥ 0.8 is adopted to indicate redundancy between two variables. Feature space

is reduced by removing all redundant variables, resulting in only three “type 1” can-

didate variables which are speed (CAN-bus), longitudinal acceleration, and lateral

acceleration. Finally, the speed variable is removed for more simplification since it

does not improve the classification accuracy based on the experimental results.

6.5.3 HMM-based Formulation

First-order time homogeneous discrete HMMs are utilized to classify drivers under

the two different conflict types. Hidden Markov modeling is one of the best modeling

approaches for modeling time-series systems [95]. Unlike conventional Markov models,

where each state corresponds to a fully observed physical event, HMM observations

are stochastically related to the hidden states. An HMM is formally defined by the

five tuple Ω(N,M,A,B, π), where N is the number of states, M is the number of

possible observations per state, A is the transition matrix, B is the emission matrix,

and π is the initial state distribution array. Transitions between states are annotated

with probabilities that compose the transition matrix (i.e., P (Sj|Si)), whereas the

emission matrix includes the emission probabilities of observation symbols given the

presence at a specific state (i.e., P (Zk,t|Sj)). The initial state distribution matrix

contains the initial probabilities of each state (i.e., P (Sj)). For convenience, HMMs

are usually described using the following simplified notation: λ = (A,B, π). Figure

6.8 depicts the architecture of the utilized HMM-based models.
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Figure 6.8: HMM-based architecture for fault inference during risky events.

In our problem, the number of hidden states is a tunable parameter that represents

the possible driving behavioral modes, and the observations are the six time-series

signals previously discussed in section 6.5.2. Through an iterative process, each of

the six observation sequences is quantized into six possible quantization levels which

take values from the set Q = {1, 2, 3, 4, 5, 6} according to their level and then nor-

malized where their normalized values ∈ [0, 1]. For each risky event, the sv driver

is characterized by these sequences, which are mapped into a 1-dimensional emission

array. Some of the emission arrays are used for models training. Consequently, the

Baum Welch algorithm, aka forward-backward algorithm, is used to solve the HMM

learning problem. Baum-Welch algorithm is an iterative update procedure in which
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A, B, and π are re-estimated in each iteration to maximize the likelihood of a given

observation sequence (i.e., maxA,b,π P (Zk)). This is done by utilizing the following

two update equations:

ξt(i, j) =
αt(i)aijbj(Ot+1)βt+1(j)∑N

i=1

∑N
j=1 αt(i)aijbj(Ot+1)βt+1(j)

, (6.5)

and

γt(i) =
N∑
j=1

ξt(i, j), (6.6)

where αt(i) and βt+1(j) are the forward and backward HMM variables for states i

and j, at time instants t and t+ 1, respectively, aij is the transition probability from

state i to state j, and bj(Zk,t+1) is the emission probability of the observed symbol at

state j and time t+ 1. Readers are referred to [95] for a detailed explanation of this

algorithm.

Five unique HMMs, representing the five behavioral classes discussed in the pre-

vious section, are trained using Baum Welch algorithm. Li observation sequences are

used to train each model, where i refers to the model index. Baum Welch algorithm

does not guarantee the convergence to a global maximum. As a result, many initial-

izations of the transition and emission matrices are tested to improve the converged

values over different trials. A tolerance value of 1e−4, which represents the difference

in the forward log probabilities between two successive iterations, is utilized as a con-

vergence criterion. Model evaluation is performed using Z validation sequences. The

evaluation process utilizes the well-known Forward algorithm. For type 1 conflicts,

two probabilities are computed for each sequence: P(Zk|λFaulty), and P(Zk|λSkilled).

Similarly, three forward probabilities are computed for each sequence resulted from a
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conflict of type 2: P(Zk|λFaulty), P(Zk|λNon−skilled), and P(Zk|λNon−faulty). In each of

these types, the sv driver is assigned to the class with the highest forward probability.

The number of states (N), sampling time (Ts), and the time window (Tw) in which

the observations are analysed are all HMM tunable hyper-parameters. The number of

states represents the number of behavioral modes the model can capture. The choice

of the number of states is data-dependent as it depends on the size of the training set.

Increasing the states is a small or intermediate size data-sets could result in a model’s

over-fitting. The sampling time Ts depends on the dynamic nature of the problem.

Since driving is a highly dynamic process, choosing sampling time on the scale of

sub-seconds is important. Finally the window size Tw defines how much time before

and after the risky incident is needed to infer the skillfulness level of the sv driver

during the event. The utilized best combination of such these hyper-parameters is

shown in table 6.4.

Table 6.4: HMM Hyper-parameters

Hyper-parameter Value

N 6
Ts 10 ms
Tw 4s

where the start of Tw is 2s before the risky incident.

A risk score of a subject driver in this system will be characterized by the number

of risky events the driver was involved in. For instance, a risk score of the subject

driver sd in a driving trip, trip, can be calculated using:

Risktrip,sd = [NFaulty, NNon−faulty, NSkilled, NNon−skilled] (6.7)

where NFaulty, NNon−faulty, NSkilled, NNon−skilled are, respectively, the number of risky
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events the subject driver was classified as faulty, non-faulty, skilled, and non-skilled.

Following the development of this vector, the developed risk score of the subject

driver in sections 3 or 4 can be adjusted in many different ways. For instance, a

detection of only one risky event in which the subject driver was classified as Faulty

may be used to override his/her risk score to a zero value.

6.6 Results and Discussion

HMM algorithm is implemented using MATLAB R2015b statistics toolbox. A total

of 248 risky sequences are used for the training and validation of the HMM models. A

total of 214 of these sequences correspond to risky events of type 1 (i.e., conflicts with

leading vehicles). Half of these sequences are used to train the two aforementioned

models. On the other hand, only 34 events are available for the case of conflicts with

a following vehicle. Similar to the first conflict type, 50% of the data is utilized for

models training. As mentioned in section 6.5.3, the original sequences are cropped

to include 2s before the occurrence of the risky event. This has resulted in the best

experimental classification results. As previously mentioned, the data is sampled at

a rate of 10 Hz. The overall accuracy of driver classification under each conflict type

Table 6.5: Confusion matrix for classification under type 1 conflicts

Predicted

Faulty Skilled

Faulty 77 18Actual

Skilled 3 9
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is calculated using the following formula:

Accuracy =
TP

TP + FP
(6.8)

where TP and FP are the numbers of true positive and false positive predictions for

the considered class, respectively. The overall accuracy of type 1 and type 2 conflicts

is 80.37% and 72.2%, respectively. Tables 6.5 and 6.6 depict the confusion matrices of

the different classes under the two conflict types. An important observation is that for

conflicts of type 2 developed HMMs were unable to make a clear distinction between

the Non-skilled an Non-faulty classes. That is attributed to the slight difference

between the two behavioral classes and the subjectivity the labelling process entailed.

It is also expected that using a larger data set would lead to better performance

results.

Table 6.6: Confusion matrix for classification under type 2 conflicts

Predicted

Faulty Non-skilled Non-faulty

Faulty 6 0 1

Unskilled 0 7 2
Actual

Non faulty 0 2 0

6.7 Summary

This chapter introduced a novel HMM-based classification approach for determining

the fault responsibility of drivers involved in risky driving conflicts. The chapter

focused on two types of driving conflicts which are conflicts with leading and fol-

lowing vehicles, under normal weather and road conditions. A total of 124 training
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sequences were used to train five unique HMMs that represent five distinguishable

behaviors. The models were successfully validated using 124 evaluation sequences.

Model training and evaluation were performed using Baum welch and Forward algo-

rithms, respectively. Overall classification accuracy of 80.37 % is achieved for conflicts

of type 1, whereas an accuracy of 72.2 % is achieved for conflicts of type 2. These

promising results can be improved by using a larger data set with more training and

validation sequences.
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Chapter 7

Conclusions and Future Work

7.1 Summary

In this thesis, two problems in the field of driver risk profiling, not covered in cur-

rent literature, were tackled. The first is the subjectivity of the current risk scoring

functions since scores are assigned in many cases based on subjective opinions on

risk weights of behaviors, while the second problem is the generality of the scoring

functions as they do not take into consideration the variation in the driving traits of

individual drivers.

To tackle the first problem (i.e., subjectivity), we developed a robust and reli-

able risk scoring model based on SHRP2 Naturalistic Driving Study (NDS) data-set.

Through the extraction of the behavioral patterns of over 3,000 drivers and their

long-term risk rates quantified in terms of crash and near-crash rate, two customized

Random Forest (RF) predictors, in the classification and regression contexts, were

trained and validated to predict the level of risk taken by a driver. The models

were chosen through an extensive selection process that comprises initial selection

phase, data filtering and pre-processing, feature engineering, and hyper-parameters
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optimization. Results clearly reflect the robustness of the developed models in several

performance metrics. The developed RF regressor was bench-marked against another

RF model that is trained using only the conventional predictors used in literature.

The results show that the developed RF model clearly outperforms the other model

in explaining the data variability and in the performance of the mean square and

mean absolute errors.

A novel driver risk profiling framework was then presented. The information flow

through three distinct computational layers (in-vehicle, edge/fog, and cloud layers)

was justified. In the envisioned framework, the risk prediction problem is addressed

through the use of driving behaviors and their environmental context as risk predic-

tors. Thirteen driving behaviors and sixteen environmental features were utilized as

inputs to the risk prediction models. Bias-variance trade-off analysis was performed

to achieve the best prediction performance. Obtained results confirm that contex-

tual information is an important factor in the prediction performance of risk rate.

The developed risk prediction model was then utilized in a complete environment-

aware driver profiling system that includes risk scoring and profiling components.

The results indicate that the proposed system is robust and accurate in assigning

representative risk scores for drivers. To highlight the functionality of the proposed

system, an explanatory example was provided and investigated.

Motivated by the obtained results, a novel safety-based route planner was pro-

posed. In the proposed system, the personalized risk profiles of drivers in different

driving environments are incorporated in a safety-based routing system which sug-

gests driving routes that minimize their personal risk. In this framework, the road
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network is abstracted as a directed graph in which the road intersections are rep-

resented by graph nodes whereas graph edges represent road segments. Each road

segment in the graph is characterized by a 3-tuple that contains the expected travel

time of the segment, the expected risk of the segment from a holistic perspective, and

the driver’s personal risk score in the segment, given the static and dynamic envi-

ronmental attributes of that segment. By taking the weighted sum from the 3-tuple

segments a cost function was defined. Then, the safety-based routing problem was

formulated as a Linear Integer Programming (LIP) problem with a constraint on the

overall risk of potential routes. A real-world case study from the Ontario, Canada

was investigated and solved using Gurobi optimizer.

To tackle the second problem (i.e., generality), we proposed a fault inference

profiling system that is based on the actual involvement of drivers in risky events

(i.e., crash or near-crash events) and what the drivers’ fault contribution was in these

events. In the proposed system, the behavior of drivers during risky events is classified

under four distinct categories: Faulty, Non-Faulty, Skilled, and Non-Skilled. Two

specific driving conflicts, involving conflicts with following and leading vehicles were

investigated. Five Hidden Markov Models (HMM) where trained using vehicular and

radar forward and rearward range data during these conflicts to infer the behavioral

class of the subject driver. The HMM models were trained using the Baum Welch

algorithm and the evaluation was performed using Forward algorithm on 248 events.

Results show that these models can accurately infer the fault contribution of drivers.

7.2 Future Work

Future work in this area includes the following enhancements and suggestions:
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Limitations: Exposure Information and False Labeling

In this thesis, the baseline driving events were utilized to provide exposure information

about the effect of driving behaviors on risk rate. Despite the robustness of the results

obtained from the developed risk prediction models using such events, more rigorous

conclusions are expected using a larger set of exposure information. This can be

achieved using the Trip-based data-set in the SHRP2 study. The Trip-based data-set

contains the time-series driving data for more than 5,500,000 driving trips. Moreover,

it contains a summary of driving behaviors for subject drivers in each trip. This huge

amount of data can be leveraged towards drawing more rigorous conclusions on the

effect of each driving behavior and the effect of different behavioral patterns of drivers

on risk rate.

False labeling could impact the robustness of the results based on the false labeling

severity. False labels could be identified manually during the pre-processing phase

or automatically through incorporating fairness in the utilized ML algorithm (e.g.,

using Lagrange multipliers).

Modelling Environment Uncertainty

The proposed safety-based route planner does not consider the environmental changes

during a long driving trip. Given the dynamic environmental factors such as the

traffic density and weather conditions, modelling the environmental changes in road

segments is of great value since the risk index of a given road segment as well as the

personal risk index of a subject driver in that segment may differ as environment

conditions change. Stochastic optimization techniques can be leveraged towards pro-

viding more realistic route suggestions at the beginning of a driving trip based on
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expected states of road segments at the expected time the subject driver reaches

them.

Computer Vision Based Fault Inference

In the proposed fault inference system, the vehicular and radar range data are utilized

to train the HMM sequence models. An alternative method can be through applying

sequence modelling techniques to the video frames of risky events. Also, in addition to

HMM-based modelling approach, variants of recursive neural networks such as Long-

Short-Term-Memory (LSTM) modelling approach can be utilized and compared to

HMM-based approach.

Interaction Between Driving Styles

In the proposed safety-based routing system, route suggestions are based only on

the risk profile of the subject driver in different driving environments. However, this

system does not take into consideration the profiles of other drivers who are present in

road segments during the driving trip of the subject driver. Modelling the interaction

effect between different driving styles on risk can be used to provide better routing

options that could more efficiently mitigate risk.

Hybrid Profiling System

A scoring model that combines the system presented either in chapter 3 or 4 and

the fault inference system presented in chapter 6 needs to be formulated. The hybrid

system should assign risk scores for drivers based on a weighted sum of their expected

driving risk and their actual involvement in risky events.



7.3. CONCLUDING REMARKS 134

Fault Inference Using a Larger Data-Set

The customized HMM models presented in chapter 6 were trained and validated

using the 100-CAR NDS. More robust performance results are expected using the

much larger SHRP2 time-series data-set, which contains over 9,000 risky events of

different conflict types.

7.3 Concluding Remarks

In this work, we proposed a novel approach for profiling drivers through the use of

large scale NDSs. In addition to the recommended future research directions, we

summarize the recommendations and lessons learned throughout this research work.

� Depending only on the conventional behavioral FoMs reported in the literature

is not sufficient for building statistically significant prediction models. Predic-

tion models trained only on the conventional FoMs were not able to explain the

data variability. That is reflected in the low R2 score of these models.

� The developed prediction models seemed to benefit from the joint use of driving

behaviors and their contextual information as predictors. However, there is a

practical consideration on the applicability of retrieving the contextual infor-

mation used in this work in real-time. There should be a trade-off between

practicability and performance of developed risk prediction models. An impor-

tant consideration is to only use the most relevant contextual information that

greatly affects the risk prediction process.

� Using only the long-term behavioral patterns of drivers was sufficient to build

robust prediction models that precisely predict the driving risk of drivers.
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� In addition to the conventional applications of driver risk profiling such as the

PHYD application, driver risk profiling can be utilized in a variety of other

applications including the personalized safety-based route planning and the real-

time warnings/recommendations for drivers.

� In the classification context, Random Forest classifiers outperformed other clas-

sifiers - including SVM - in different performance measures for inter-mediate

sized, skewed data with un-balanced classes. Moreover, The training of SVM

seemed a computationally inefficient process as it required finding a kernel func-

tion that matches the distribution of the feature space.
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