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Abstract—Mobile Edge Computing (MEC) has emanated as a propitious computing paradigm that can foster delay-sensitive and/or data-intensive applications. However, it can be challenging to maintain a scalable MEC service when computational resources are overloaded. In this paper, we propose the Service Replication between Multiple Service Providers (SRMSP) scheme. SRMSP is the first scheme that fosters service scalability in a cost-efficient manner, while considering the stringent QoS requirements of real-time applications involving groups of users. SRMSP enables service replication between multiple service providers to minimize the average response delay and the operational cost incurred by service providers, while satisfying the delay requirements of all user groups. We formulate the resource allocation problem as an Integer Linear Program (ILP) and derive an analytical solution using the Karush-Kuhn-Tucker (KKT) conditions and Lagrangian analysis. In addition, we propose the SRMSP-Distributed Allocation (SRMSP-DA) scheme to provide a time-efficient solution in distributed scenarios. In SRMSP-DA, we use a game-theoretic strategy that formulates the resource allocation problem as a potential game. Extensive simulations show that SRMSP renders a 50% operational cost reduction compared to a baseline scheme that does not consider the operational cost. In addition, SRMSP-DA exhibits a relatively marginal difference of up to 20% and 4% in terms of the total operational cost and average response delay, respectively, compared to the optimal solution provided by SRMSP.
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I. INTRODUCTION

The unprecedented proliferation of IoT applications that hinge on synchronized experiences and stringent Quality of Service (QoS) requirements for groups of users is expected to impose tremendous demands on computing resources [1]. Online gaming and live sports events and concerts, which require real-time synchronization, find themselves at the forefront of these challenging demands. With the high-density workloads of such applications, it is imperative to have efficient computing solutions that not only maintain strict QoS requirements and real-time synchronization but also ensure high scalability [2].

Mobile Edge Computing (MEC) has emerged as a promising computing paradigm that can bring the computing service closer to end-users, thus drastically curtailing the delay and improving the QoS [3]. However, despite its potential, MEC relies on edge servers with limited computational resources compared to centralized cloud servers [4], [5]. These limitations, particularly in situations characterized by high-density workloads and rigorous Quality of Service (QoS) requirements, can lead to server overloads and the risk of service interruptions for some users [6]. In this context, Service Providers (SPs) strive to efficiently manage their MEC servers to maintain a high QoS and improve scalability to serve as many clients as possible, while simultaneously reducing operational costs. Note that operational costs encompass the expenses associated with providing computing resources, services, and support at the network’s edge [7]. Simply increasing the number of MEC servers or computational resources may improve scalability, increase the number of clients served, and enhance the QoS. However, this approach can also escalate operational costs, potentially diminishing the SPs’ overall profitability [8]. Thus, it is crucial to make resource allocation decisions that strike a balance between ensuring scalability, maintaining high QoS, and minimizing operational costs.

Existing resource allocation schemes mostly focus on achieving certain QoS objectives, such as efficient resource utilization [9], reduced latency [10]–[12], and increased energy savings [13]–[15]. However, such schemes fail to address the issue of scalability in MEC systems, thus increasing the risk of service interruptions and intermittent availability. To ensure service continuity under excessive computation loads, some schemes rely on service migration [16], while others resort to service replication [17]. However, these schemes overlook the associated operational costs and fail to accommodate the stringent QoS requirements imposed by applications that target groups of users. Thus, existing resource allocation schemes fail to address the challenging issue of balancing between ensuring scalability to effectively manage overloaded servers, reducing operational costs, and satisfying the strict QoS requirements for real-time services requiring user synchronization.

To address the aforementioned challenge, we propose the Service Replication between Multiple Service Providers (SRMSP) scheme. SRMSP considers multiple sets of users forming service groups based on each group’s participation in the same synchronized activity, such as online gaming, multimedia conferencing, and augmented reality. SRMSP endeavors to improve the scalability of such real-time services by replicating them on-demand at underloaded edge servers of foreign SPs to serve all users concurrently when home SPs fail to sustain the load from all user groups. Note that
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foreign SPs are SPs that the user/requester is not subscribed to, whereas a home SP is the one to which the user is subscribed (i.e., has a monthly or yearly contract with). Based on the SPs’ predefined cost information, we dynamically manage resource allocation for groups of users requesting to perform inter-related computations between different service providers; home service providers, and foreign service providers. Such resource allocation decisions are centrally managed.

SRMSP is a centralized scheme that involves an orchestrator that is responsible for making all the necessary decisions. We formulate the resource allocation problem as an Integer Linear Program (ILP) and provide an analytical solution using the Karush-Kuhn-Tucker (KKT) conditions and Lagrangian analysis. In order to deal with distributed scenarios, where there is no orchestrator, we also propose the SRMSP-Distributed Allocation (SRMSP-DA) scheme.

The main contributions of this paper are as follows:
- We propose a novel scheme, SRMSP, that accounts for and balances between service scalability and minimizing the operational cost of SPs, as well as sustaining a certain QoS. SRMSP is the first scheme that performs service replication at underloaded foreign SPs in a way that minimizes the average response delay and the operational cost incurred by overloaded home SPs, while satisfying the strict QoS requirements of user groups that run the same synchronized application.
- We solve the resource allocation problem in a distributed and time-efficient manner by using a heuristic scheme that employs a game-theoretic approach. The proposed SRMSP-DA scheme formulates the Service Replication Game (SRG) to reach a collectively satisfactory resource allocation solution. SRMSP-DA scales with the size of the SRG, including the number of home service providers and their local users, as well as the number of available foreign service providers.

We evaluate the performance of SRMSP and SRMSP-DA in comparison to a baseline scheme that prioritizes delay without considering operational costs [18], as well as a greedy approach that offloads users’ tasks to the nearest foreign service provider [7]. Extensive simulations demonstrate that SRMSP significantly outperforms both the former and the latter, achieving improvements of up to 50% and 54% in terms of the total operational cost, respectively, while maintaining a small gap of up to 4% and 4%, respectively, in terms of the average response delay. Moreover, SRMSP-DA closely approaches the optimal solution achieved by SRMSP, with discrepancies of up to 20% in the total operational cost and up to 4% in the average response delay.

The rest of the paper is organized as follows: Section II presents an overview of the related work. Section III introduces our proposed SRMSP scheme. Section IV presents the SRMSP-DA scheme. Section V illustrates the performance evaluation and simulation results. Section VI highlights our conclusions and future research directions.

II. RELATED WORK

Most of the existing resource allocation schemes focus on optimizing certain QoS metrics, such as efficient resource utilization, latency, and energy consumption. In [9], Kumar et al. proposed a scheme that strives to optimize the resource utilization of edge servers deployed at the network’s edge. They used a game-theoretic approach and formulated the Edge Resource Allocation (ERA) problem as a potential game to optimize resource utilization. In [10], Shabir et al. proposed a fully distributed task offloading framework between multiple vehicular destinations to improve the resource utilization efficiency of the vehicular edge and the overall delay, including the queuing delay and data transmission delay. The task offloading framework replicated the tasks at the neighboring vehicles and selected the most suitable vehicle based on the response time of all vehicles in the previous time slot. In [11], Zhu et al. studied the use of Intelligent Reflecting Surface (IRS) in MEC-served vehicular networks. They optimized the latency of task scheduling by enhancing the allocation of limited processors and IRS resources. They proposed a dynamic task scheduling algorithm that takes into account both communications and computations, considering vehicle mobility patterns, transmission conditions, and task sizes. In [12], Rodrigues et al. conducted an analysis of learning costs, focusing on the transmission and processing delays associated with both centralized and distributed learning methods. They proposed a hybrid solution that intelligently leverages the strengths of both approaches within a satellite network equipped with cloud servers. In this context, they introduced a hybrid approach that combines centralized and distributed learning techniques to train a deep Q network (DQN) model in a satellite network enhanced with MEC capabilities. The findings indicated that the optimal strategy involves capitalizing on the advantages of both centralized and distributed paradigms when necessary, while also remaining adaptable to scenario-specific factors affecting transmission and processing delays. In [13], Verma et al. proposed a novel energy-efficient grouping method for mobile IoT devices, taking into consideration the packet arrival delay and the packet loss rate. They formulated an optimization problem to minimize the energy consumption of mobile IoT devices. In [14], Guo et al. conducted a study on the utilization of unmanned aerial vehicles (UAVs) to enhance edge computing energy efficiency. Their approach involves making intelligent offloading decisions, efficiently allocating transmitted data in both uplink and downlink directions, and designing UAV trajectories. They formulated a joint optimization problem and proposed an intelligent approach that leverages block coordinate descent and successive convex approximation techniques. In [15], Guo et al. introduced a hybrid fiber wireless (FiWi) network concept designed to facilitate the coexistence of centralized cloud and Multi-access Edge Computing (MEC). They outlined an architectural framework that incorporates FiWi access networks for this purpose. Additionally, they delved into the challenge of collaborative computation offloading between cloud and MEC to minimize the total energy consumption while satisfying the maximum execution latency.

The aforementioned schemes focused on improving certain QoS metrics, such as delay and energy. However, they did not consider the operational cost of edge computing servers. In [8], Zhang et al. aimed to minimize the operational cost of
an edge computing system consisting of multiple collocated edge servers by formulating the resource allocation problem of delay-sensitive tasks as a bin packing problem. They proposed a two-stage task scheduling algorithm to solve the cost-based optimization problem. In [19], Ma et al. proposed a cloud-assisted mobile edge computing solution to balance the load between the cloud and MEC servers and minimize the total users’ delay, internal cost (i.e., infrastructure), outsourcing cost, and cloud computation. In [20], Herrera et al. proposed a Next-gen IoT Optimization (NLoTO) framework to optimize the placement of micro-services and networking resources for optimizing the QoS considering the computing, networking, and application dimensions. They focused on response time and deployment cost (i.e., the CAPEX and the OPEX) because reducing the response time required a higher cost, thus, a tradeoff between them is challenging.

While they focus on delay, energy, and operational cost, most existing resource allocation schemes fail to account for scalability in MEC systems, which leads to high risks of service interruptions and intermittent availability [6]. In [21], Liu et al. proposed a joint optimization objective for the unavailability level of the edge servers and switches, the communication delay, and the resource waste while allocating the same batch of IoT applications to multiple edge clouds. In [16], Zaki et al. proposed the Dynamic Load-based Proactive Migration (DLPM) scheme to deal with service interruptions. They proactively migrated the service to the optimal nearest edge node with the highest probability of having the lowest computational load. However, this approach could lead to excessive migration delay in case of erroneous load estimations. In addition, it assumed that all edge nodes were managed by the same SP. Rather than resorting to service migration, Mohamed et al. [17] improved service scalability by replicating services at distant edge servers when the local server(s) could not sustain the load from all user groups by assuming that all edge servers belong to a single SP. In addition, the operational cost was not considered, and the strict QoS requirements imposed by applications that involve a group of users were not sufficiently satisfied. In [18], the Delay-Oriented Service Replication (DOSR) scheme was proposed to enhance the concept of user grouping by introducing the time and time different constraints for each group to improve the scalability of real-time applications that could not tolerate queuing at MEC servers. However, this scheme did not consider the operational cost incurred by overloaded SPs to be served by underloaded SPs.

In contrast to existing schemes, we account for the scalability of MEC systems that have multiple SPs by replicating the service at underloaded foreign SPs, while minimizing the operational cost and maintaining a certain QoS. We replicate the service at underloaded foreign SPs that yield the minimum average response delay and the minimum operational cost incurred by overloaded home SPs. This replication is done while satisfying the delay requirements of user groups running the same application.

III. SERVICE REPLICAATION BETWEEN MULTIPLE SERVICE PROVIDERS (SRMSP)

In this section, we provide a detailed discussion of the system model, the problem formulation, and the analytical solution of SRMSP.

A. System Model and Overview

In SRMSP, the MEC system consists of a set of edge servers and a set of users requesting a service/task that needs to be offloaded to an edge server for execution. Several edge service providers manage the edge servers. For simplicity, we assume that each service provider manages one edge server in the MEC system. As shown in Figure 1, the edge service providers are divided into two subsets: home and foreign edge service providers. Each home service provider provides the required service to its users without any additional cost unless overloaded. Such an additional cost stems from the fact that foreign service providers invoice the home service provider for serving unserved users. In SRMSP, the system is characterized by the following:

- Foreign service providers have underutilized computing resources.
- Home service providers have demands that exceed their capacities. Thus, unserved users of home SPs are allowed to access the foreign SPs’ resources after the services of home SPs have been replicated to foreign SPs.
- It is known from the mobile network that mobile users can connect to other service providers for roaming purposes when they are far from the server/base station belonging to their contracted service provider [22]. We use the same concept for MEC purposes. Whenever a user cannot access the computing service via the edge server of its home SP, each user can wirelessly connect to any available nearby edge server belonging to a foreign SP. This is while considering the different levels of connection qualities due to fading conditions.

Let $S^h = \{s^h_1, s^h_2, \ldots, s^h_m\}$ be the set of home service providers in the system, $m = |S^h|$ denotes the number of overloaded home service providers, $S^f = \{s^f_1, s^f_2, \ldots, s^f_k\}$ be the set of foreign service providers in the system, $k = |S^f|$ denotes the number of underloaded foreign service providers in the system, and $S = s^h \cup S^f = \{s_1, s_2, \ldots, s_{k+1}\}$ be the set of possible service providers that the user can offload its tasks to. All edge servers belonging to home service providers and foreign service providers in the MEC system are connected via backhaul links, which are used for service replication when needed. In addition, the provider’s computational resources are divisible among multiple users. Let $C^h$ denote the available computing capacity (in GHz) of each home edge server $s^h_i \in S^h$, and $C^f_j$ denote the available computing capacity (in GHz) of each foreign edge server $s^f_j \in S^f$ in the MEC system.

At the user side, let $G = \{G_1, G_2, \ldots, G_z\}$ be the set of groups of users that participate in the same data-intensive, real-time, and multimedia-oriented application/activity, where
Fig. 1: System model of SRMSP

Each group $G_g = \{u^g_1, u^g_2, \ldots, u^g_y\}$ represents the set of users sharing the same application/activity inside Group $G_g$. Let $U = \bigcup_{g=1}^z G_g = \{u_1, u_2, \ldots, u_n\}$ be the set of users subscribing to the system, and $U^j$ be the set of $n_j$ users subscribing to the home service provider $s^j$. Being involved in the same application, members of each group are usually constrained with application-dependent QoS requirements.$T_{g}^{\text{max}}$, $F_{g}^{\text{min}}$, and $d_g$ denote the maximum delay that all the members of Group $G_g$ can tolerate to complete the task, the minimum CPU speed needed for the task requested by Group $G_g$ to be executed within the specified deadline $T_{g}^{\text{max}}$, and the maximum difference between the delay experienced between any two users belonging to the same Group $G_g$ (i.e., the maximum delay difference), respectively. Note that users must get the response of their offloaded computation within a minimal difference in time, or else the application fails. An example of this type of application is online gaming, in which players must see the results of each other's actions almost at the same time or within a bounded time difference. Otherwise, different players can end up seeing other users' actions with various delays, which may cause some players to make wrong decisions in their following actions/moves, thus totally ruining the game.

Each user sends its task to the MEC server of its home service provider or one of its accessible foreign service providers. We identify a user's task $T_{ig}$ by the 3-tuples $(c_i, b_i, G_g)$, as given by Eq. (1).

$$T_{ig} = (c_i, b_i, G_g)$$

Note that $u^g_i \in G_g$ represents the user requesting the task, $c_i$ denotes the workload intensity of the task (in Mega CPU cycles), $b_i$ (in megabytes) describes the size of the information that User $u^g_i$ needs to send to the edge server, and $G_g$ denotes the ID of the group that User $u^g_i$ belongs to. In our model, each user group is dedicated to a single service, and within the group, each user’s task is associated with a specific service function deployed at the home service provider’s edge server. The process of mapping conventional MEC service functions to a task involves identifying the precise sequence or chain of service functions that must be executed to fulfill a particular task or service request from an end-user or device [23], [24]. Each foreign service provider $s^f_j \in S^f$ has two-unit costs; $\tau^C_j$, and $\tau^T_j$, which are the unit cost of the computation rate per one Mcycle, and the unit cost of the transmission rate per one MB, respectively. In addition, $\tau^R_g$ is a group-dependent parameter, denoting the unit cost of replicating the service of Group $G_g$ on foreign service providers.

**B. Problem Formulation**

In SRMSP, our objective is to jointly minimize the average response delay and the fees paid by home service providers when users are compelled to send their tasks to foreign service providers. This should be achieved while ensuring that all Quality of Service (QoS) requirements of the group’s users are met. The term response delay refers to the total delay experi-

---

1This model captures a special case scenario where one or multiple users are solely involved in applications. In this case, each of these users forms a separate group of size 1 (i.e., $y_g = 1$)
enced starting from the time a request is issued until a response is received. The response delay includes the transmission delay of the task to the edge server, the computation delay at the server, the replication delay of the application on a foreign SP’s edge server (if needed), and the roaming time when a user accesses the required service(s) from a foreign SP. Similar to other works, we assume that the size of the result is too small that its corresponding transmission delay is negligible [25]. Note that the total cost includes the computation cost, transmission cost, and replication cost.

As the case in typical MEC settings, users offload their tasks and access the service at their assigned edge server through the direct wireless channel between them. The rate at which the instructions and data of User $u_i^g$’s computational task $T_{ig}$ is sent to Service Provider $s_j \in S$ is denoted $R_{ij}$. Consequently, the transmission time of Task $T_{ig}$ of User $u_i^g$ to Service Provider $s_j$ is given by Eq. (2).

$$T^T_{ij} = \frac{b_i}{R_{ij}} \quad (2)$$

In addition, the computation time of task $T_{ig}$ at Service Provider $s_j$ is given by Eq. (3), where $f_{ig} \geq F_{\text{min}}^g$ is the assigned CPU frequency assigned to Task $T_{ig}$, whose requester belongs to Group $G_g \subset G$ when it is offloaded to Service Provider $s_j$.

$$T^C_{ij} = \frac{c_i}{f_{ig}} \quad (3)$$

In addition, if $T_{ig}$ is offloaded to foreign Service Provider $s_j^f \in S_l$, an additional time $T^R_{ij}$ will be required to replicate and deploy this service on that foreign service provider’s edge server. Note that the replication time depends on the required service to Group $G_g$ that User $u_i^g \in U$ belongs to. Finally, the roaming time $T^\text{RM}_{ijg}$ is the time needed to connect User $u_i^g$ with other foreign service providers affiliated with the users’ home service provider. Thus, the response time of $T_{ig}$ at Service Provider $s_j$ is denoted $T^{\text{resp}}_{ijg}$ and is given by Eq. (4).

$$T^{\text{resp}}_{ijg} = T^T_{ij} + T^C_{ij} + T^R_{ij} + T^\text{RM}_{ijg} \quad (4)$$

We formulate the multi-objective task offloading problem as a 0-1 Integer Linear Program (0-1 ILP), where the decision variable $x_{ij}$ is set to 1 if User $u_i^g \in U$ offloads its task to Service Provider $s_j \in S$, and 0 otherwise, and the decision variable $b_{gj}$ is set to 1 if at least one user in Group $G_g$ is granted a service from the foreign Service Provider $s_j^f$, and 0 otherwise. The problem formulation is given by Eq. (5).

$$\min_{x_{ij}, b_{gj}} \{ T^{\text{resp}}, C_{SP} \} \quad (5a)$$

$$\text{S.T.} \quad \sum_{s_j \in S} x_{ij} = 1, \quad \forall u_i \in U, \quad (5b)$$

$$\sum_{u_i^g \in U} x_{ij} f_{ig} \leq C^g_h, \quad \forall b^h_i \in S^h, \quad (5c)$$

$$\sum_{u_i^g \in U} f_{ig} \leq C^g_f, \quad \forall b^f_i \in S^f \quad (5d)$$

$$\sum_{s_j \in S} x_{ij} T^{\text{resp}}_{ijg} \leq T^\text{max} \quad \forall G_g \subset G, \forall u_i^g \in U \quad (5e)$$

$$\sum_{s_j \in S} b_{gj} - b_{gj} \leq 0, \quad \forall G_g \subset G, \forall s_j^f \in S^f \quad (5f)$$

$$b_{gj} \geq \sum_{u_i^g \in G_g} x_{ij}, \quad \forall G_g \subset G, \forall s_j^f \in S^f \quad (5g)$$

Note that $T^{\text{resp}}$ represents the average response delay and $C_{SP}$ represents the total cost that all home service providers incur by all foreign service providers for serving all unserved users of the set $U$ concurrently, as given by Eq. (6) and Eq. (7), respectively, where $C^S_g = (c_i \times \tau^g_C) + (b_i \times \tau^g_R)$ is the service cost (computation plus transmission).

$$T^{\text{resp}} = \frac{1}{n} \sum_{g=1}^z \sum_{u_i^g \in U} \sum_{s_j \in S} x_{ij} T^{\text{resp}}_{ijg} \quad (6)$$

$$C_{SP} = \sum_{u_i^g \in U} \sum_{s_j \in S_l} C^S_j \times x_{ij} + \sum_{g=1}^z \sum_{s_j^f \in S_l} (b_{gj} \times \tau^R) \quad (7)$$

Constraint (5b) ensures that each task is offloaded to only one service provider. Constraint (5c) ensures that the sum of assigned CPU frequencies to the users offloading their tasks to their home service provider does not exceed its total available CPU frequency. Constraint (5d) ensures that the sum of assigned CPU frequencies to all users offloading their tasks to the foreign service providers does not exceed its total available CPU frequency. Constraint (5e) ensures that the total response time of a user’s task belonging to any Group $G_g \subset G$ does not exceed the service’s maximum delay requirement. Constraints (5f) and (5g) ensure that the group’s service is deployed on the edge server of the foreign service provider (i.e., ensuring that $b_{gj} = 1$ if there is at least one User $u_i^g$ of Group $G_g$ that accesses its service at foreign Service Provider $s_j^f$, and $x_{ij} = 1$). Constraint (5h) ensures that the delay difference between two users belonging to the same Group $G_g$ does not exceed the predefined difference delay requirement. Constraint (5i) and (5j) impose a binary decision value for the variables $x_{ij}$ and $b_{gj}$ of all users and services, respectively.

It is clear that the optimization problem given by Eq. (5) is an integer linear multi-objective problem. Note that the solution of the constrained multi-objective problem is characterized by a Pareto front formed by a set of possible solutions. Each solution represents a different trade-off between the average response delay of all users and the cost incurred by the
The integer linear decision variables $x_{ij}, \forall s_j \in S, \forall u_i^j \in U$, and $b_gj, \forall s_j^f \in S^f, \forall G_g \in G$

Output: The integer linear decision variables $x_{ij}, \forall u_i^j \in U, \forall s_j \in S$, and $b_gj, \forall s_j^f \in S^f, \forall G_g \in G$

Steps:
Sort the set of decision variables $x_{ij}, \forall s_j \in S, \forall u_i^j \in U$ in a descending order
Rounding $x_{ij}^R \in \{0, 1\}$ if $\text{round}(x_{ij}) = 1$ then
  if constraints (5b)-(5h) are achieved then
    $x_{ij} \leftarrow 1$
  else
    $x_{ij} \leftarrow 0$
  end
else
  $x_{ij} \leftarrow 0$
end

/* Based on above decision variables $X = [x_{ij}]$ and $S^f = [s_j^f], \forall G_g \subset G$: */
if $(\sum_{u_i^j \in U} x_{ij} > 0)$ then
  $b_{gj} \leftarrow 1$
else
  $b_{gj} \leftarrow 0$
end

Theorem 1: The optimal offloading decision of the linear optimization problem can be expressed as shown in Eq. (22), Eq. (23), and Eq. (26).

Proof: The proof of Theorem 1 is in Appendix C.

It can be deduced from Eq. (22), Eq. (23), and Eq. (26) that the analytical solutions do not yield closed-form expressions for the relaxed problem. Thus, we solve the linear problem using a numerical solver. We then employ the greedy rounding algorithm, described in Algorithm 1, to restore the binary values of the decision variables $x_{ij}$ and $b_{gj}$. This algorithm is based on the one defined in [30].
complexity of the greedy rounding algorithm is $O(n^2k^2)$, which is classified under polynomial complexity. Note that the time complexity of the linear relaxation-based solution is the summation of the complexities of solving the linear problem and the rounding algorithm. This time complexity has been shown to be less than that of solving the original ILP [31–33]. Consequently, we focus on solving the linear relaxation-based (LR) problem for the proposed method.

IV. SRMSP-DISTRIBUTED ALLOCATION (SRMSP-DA)

In this section, we solve the aforementioned resource allocation problem in the context of distributed scenarios. We present the service replication game (SRG) and use a game-theoretic approach to solve the problem in a distributed manner. The distributed allocation approach can reduce the burden of finding a centralized optimal solution by making allocation decisions for home service providers individually, while achieving a collectively satisfactory allocation solution. It also scales with the size of the SRG problem. In addition, compared to the centralized approach, a distributed game-theoretic approach can find a solution more quickly, which fulfills service needs for low latency in the MEC environment [34]. We provide a detailed discussion of the employed game-theoretic approach below.

A. Game Formulation

The SRG game is built to find task allocation and service replication indicators for the home service provider(s) that offload their local users’ tasks to the MEC server of the home service provider and the MEC servers of foreign service providers in a cost-efficient manner. In the SRG game, the home service providers are players who decide $[X, B]$. Let $X_{-j} = [X_1, \ldots, X_{j-1}, X_{j+1}, \ldots, X_m]$ and $B_{-j} = [B_1, \ldots, B_{j-1}, B_{j+1}, \ldots, B_m]$ be used to represent all home service providers allocation decisions except home service provider $j$. Given the other home service providers’ decisions $X_{-j}$, home service provider $j$ strives to make a decision $X_j$ to minimize its utility function, which is defined as given by Eq. (10), while achieving the user group’s QoS requirements. Note that $T_{j,norm}^{resp}$ is defined as given by Eq. (11) which represents the normalized average response time of the home service provider $s^h_j$.

$$\min UF_j = \min \left( \frac{w C_{SP}}{C_{SP, max}} + (1-w)T_{j,norm}^{resp} \right)$$ (10)

$$T_{j,norm}^{resp} = \frac{1}{n_j} \sum_{g=1}^{z} \sum_{i \in U_j} \sum_{s_j \in S} x_{i,j} T_{ijg,norm}^{resp}$$ (11)

Based on Eq. (10), the SRG problem can be formulated as a game $\Gamma = (m, \{X_j, B_j\}_{s^h \in S^h}, \{UF_j\}_{s^h \in S^h})$. In this game, there might be conflicts among home service providers. This is because the users, as well as service allocation to a particular foreign service provider, might prevent other home service providers from being allocated to the same foreign service provider or other foreign service providers. To prevent conflicts among home service providers, we study whether the game admits at least one Nash equilibrium [34].

B. Nash Equilibrium

For the SRG game $\Gamma$, if the strategy profile $X^* = [X_1^*, \ldots, X_m^*]$ and $B^* = [B_1^*, \ldots, B_m^*]$ are Nash equilibria, any strategy $x_j^*, B_j^*$ is optimal for the strategic combination of other home service providers, i.e.,

$$UF_j(X_j^*, B_j^*, X_{-j}^*, B_{-j}^*) \leq UF_j(X_j, B_j, X_{-j}, B_{-j}).$$

The above definition implies that no home service provider can further increase its utility by unilaterally changing its strategy at equilibrium. Next, we introduce the concept of a potential game to solve the problem [3].

C. Potential Game

For the strategy profile $(X, B)$, there exists a function $\Phi$ if it meets the criteria given by Eq. (12). We provide proof that the SRG game is an exact potential game in Appendix D.

$$UF_j(X_j, B_j, X_{-j}, B_{-j}) - UF_j(X_j', B_j', X_{-j}, B_{-j}) = \Phi(X_{-j}, B_{-j})_j(X_j, B_j) - \Phi(X_{-j}, B_{-j})_j(X_j', B_j').$$ (12)

D. Distributed Allocation (DA) Algorithm

Given the set $S^h$ of home service providers and the set $S^f$ of foreign service providers, the SRG game employs an iterative process for home service providers to reach the Nash equilibrium. The worst-case time complexity of the Distributed Allocation Algorithm is $O(mn^2k)$, which falls within the realm of polynomial complexity. As shown in Algorithm 2, the process starts by initializing the allocation by assigning all users to their home service provider $s^h_j \in S^h$. The task allocation process then proceeds, where for each home Service Provider $s^h_j$, if $s^h_j$ is overloaded, $s^h_j$ looks for a user served by a foreign service provider that has the lowest utility function. Then, $s^h_j$ sends a computing resource request to the detected foreign service provider and waits for an acknowledgment from this foreign service provider. Each foreign Service Provider $s^f$ receives multiple requests from all home service providers. If the foreign Service Provider $s^f_j$ can serve the users’ tasks, $s^f_j$ sends a positive acknowledgment to the corresponding home service provider. However, if these requests cause $s^f_j$ to be overloaded, $s^f_j$ will select between the users’ tasks based on one of two different selection criteria: (1) select the tasks that require more computing resources in order to Maximize the Profit (DA-MA), or (2) Randomly Select (DA-RS) from the received requests from the home service providers. In this case, $s^f_j$ sends a negative acknowledgment to the home Service Provider $s^h_j$ of the rejected tasks.

In case of receiving a positive acknowledgment, the home service provider releases the user to the selected foreign service provider.

Alternatively, if the home service provider receives a negative acknowledgment, this means that the foreign service
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Algorithm 2: Distributed Allocation Algorithm

| Input: | m, k, $T_{ijg}^r$, $T_j^C$, $T_j^T$, $T_j^R$, w, $T_{ig}$, $G_g$, $G$, $U^j$, $S^h$, $S^f$, U |
| Output: | $X_j$ and $B_j$, $\forall s^h_j \in S^h$ |
| Initialization: | $x_{ij} \leftarrow 1$, $\forall u_i^g \in U^j$, $\forall G_g \subset G$, $\forall s^h_j \in S^h$ |
| Task Allocation Process: | for $s^h_j \in S^h$ do |
| | while $(\sum_{u_i^g \in U^j} f_{ij} x_{ij} \geq C^h_j)$ do |
| | for $s^f_j \in S^f$ do |
| | for $u_i^g \in U^j$ do |
| | if constraints (5b-5j) are binding then |
| | Compute $UF_j$ using (10) |
| | else |
| | $UF_j \leftarrow 0$ |
| | end |
| | end |
| | Determine $s^f_j$, which has $\min(UF_j)$, $x_{ij} = 1$, and $\min(UF_j) \neq 0$ |
| | Send a request to that $s^f_j$ /* asking for computing resources */ |
| | Wait until $s^h_j$ receives an acknowledgment from $s^f_j$ |
| | if $s^h_j$ receives a positive acknowledgment then |
| | $x_{ij} \leftarrow 1$, $s^f_j \in S^f$ |
| | $x_{ui} \leftarrow 0$, $s^h_j \in S^h$ |
| | else |
| | /* $s^h_j$ receives a negative acknowledgment */ |
| | $UF_j \leftarrow 0$ |
| | end |
| | end |
| Replication Allocation Process: /* Based on the task allocation process */ |
| if $(\sum_{u_i^g \in U^j} x_{ij} > 0)$ then |
| | $b_{ij} \leftarrow 1$ |
| else |
| | $b_{ij} \leftarrow 0$ |
| end |

In this section, we evaluate the performance of SRMSP and SRMSP-DA compared to a baseline task replication scheme that minimizes the average response delay but disregards the operational cost of service providers [18]. This baseline scheme is referred to as the Delay-Oriented Service Replication (DOSR) scheme. In contrast to SRMSP, DOSR’s objective is to minimize the average response delay without considering the operational cost of service providers. In addition, we compare SRMSP and SRMSP-DA to the Distance-Based Greedy (DBG) scheme [7]. In DBG, users close to their home service provider offload their tasks to the latter, whereas the remaining users offload their tasks to the closest available foreign service provider (i.e., the closest one that can still satisfy their group’s QoS requirements). Note that SRMSP-DA is implemented twice, once using the Random Selection approach (SRMSP-DA-RS), and once using the Maximum Profit approach (SRMSP-DA-MP). For simplicity, we refer to SRMSP-DA-RS and SRMSP-DA-MP as DA-RS and DA-MP, respectively. We use the following performance metrics: 1) the average response delay, which is calculated as the average transmission, computation, replication, and roaming time over all users in all edge servers, 2) the operational cost, which is calculated as the sum of the total fees paid by home service providers to foreign service providers to serve their users, and 3) the average number of iterations it takes for all home service providers to reach the Nash equilibrium.

A. Simulation Setup

We implement SRMSP, DA-MP, DA-RS, and DOSR using MATLAB [35]. Eight service providers are deployed in an area of approximately 1000 m x 1000 m. The number of overloaded home service providers and underloaded foreign service providers is set to 4. The data rate is uniformly distributed in the range of [30-50] bytes/sec. The computation frequency of the edge servers follows a uniform distribution in the range of [400-800]. The data size of the tasks follows a uniform distribution in the range of [0.01-0.05]. The workload intensity of the tasks follows a random distribution in the range of [100-700]. The price of the communication rate $\tau_j^T$ and the price of computation resource $\tau_j^C$ of service provider $s_j$, follow a uniform distribution in the range of [0.01-0.05] and [0.1-1], respectively. The unit cost of replicating the essential service of Group $G_g$, $\tau_j^R$, follows a uniform distribution in the range of [1-10].

Edge computing service providers are placed at fixed locations in the simulation area. All the groups of user devices are randomly deployed within 200 m of their home service providers. There are up to three groups of users, each group plays a multi-player game using a virtual reality application with different QoS requirements. The maximum delay difference between any two users (belonging to the same group) follows a uniform distribution in the range of [10-15], and the maximum delay of the group is selected randomly in the range of [25-40]. Unless otherwise specified, the number of users is set to 200. The weight coefficient $w$ is set to 0.7.
B. Results and Discussion

In our experiments, we evaluate the performance of DOSR, SRMSP, DA-RS, and DA-MP over a varying number of users to assess their scalability. In addition, we present the trade-off (i.e., Pareto optimal) between the two objectives in SRMSP: the total cost and the average response delay. We repeated the experiments 20 times for each instance, and we then determined the confidence intervals using the t-distribution. According to that, we are 95% confident that the results are within ±10 of the mean results reported.

1) Pareto Optimal Results

Figure 2 shows the trade-off (i.e., Pareto optimal) between the two objectives in SRMSP when the weight coefficient $w$ varies from 0 to 1. Note that the average response time is considered for all users in Figure 2(a), and for the subset of users whose tasks are assigned to foreign service providers in Figure 2(b). If $w=1$, the optimum solution is reached by minimizing the total operational cost of service providers while disregarding the average response delay, and vice versa if $w=0$. Thus, it can be observed that when $w=1$, SRMSP yields the lowest total operational cost and the highest average response delay. In contrast, SRMSP yields the highest operational cost and lowest average response delay when $w=0$. Note that the difference in the range of the average response time between Figure 2(a) and Figure 2(b) is attributed to the fact that all users execute their tasks at their home service providers unless overloaded, thus leading to lower average response delay in Figure 2(a). The remaining tasks of unserved users are assigned to foreign service providers. The total amount invoiced to home service providers who have to pay for the services rendered by foreign service providers. Consequently, there is a greater need for task replication at underloaded foreign service providers to accommodate unserved users and enhance system scalability.

2) Impact of the Number of Users

Figure 3(a) illustrates the total operational cost of four schemes: DOSR, SRMSP, DA-RS, DA-MP, and DBG, across different user counts. Notably, the operational cost becomes evident for all schemes when the number of users reaches 120. This suggests that home service providers can independently serve all users when their count is below 120. However, as the number of users increases, the total cost rises in all schemes due to increasing overload on home service providers. Consequently, there is a greater need for task replication at underloaded foreign service providers to accommodate unserved users and enhance system scalability. However, this results in increased costs for home service providers who have to pay for the services rendered by foreign service providers. As depicted in Figure 3(a), it can be observed that SRMSP, DA-RS, and DA-MR outperform DOSR in terms of the total operational cost, achieving significant improvements of up to 50%, 37%, and 37%, respectively. This is because DOSR focuses solely on minimizing the average response delay and overlooks the operational costs incurred by service providers, whereas SRMSP, DA-RS, and DA-MR account for both aspects. It can also be observed that SRMSP, DA-RS, and DA-MR outperform DBG, achieving significant improvements of up to 54%, 43%, and 43%, respectively. This can be attributed to the fact that DBG concentrates solely on offloading tasks to the closest available foreign service provider without considering the operational costs. In contrast, SRMSP, DA-RS, and DA-MR successfully strike a balance between system scalability and minimizing operational costs. It is worth noting that DA-RS and DA-MR yield nearly identical results, approaching the optimal solution provided by SRMSP with a gap of up to 20%.

Figure 3(b) depicts the average response delay of DOSR, SRMSP, DA-RS, DA-MP, and DBG over varying numbers of users. As the user count increases, there is a noticeable increase in the average response delay for all schemes. This escalation can be attributed to the increased likelihood of home service providers becoming overwhelmed. Consequently, there is a higher frequency of service replication for user requests at foreign service providers, leading to delays in transmission, roaming, and replication, thus contributing to an overall increase in the average response delay. DOSR achieves the minimum response delay among all the schemes since it focuses solely on optimizing the delay. Despite the trade-off between the operational cost and response delay in SMRSP, DA-RS, and DA-MP, they still manage to closely approach DOSR, with a small gap of up to 4%, 7%, and 7%, respectively. The reason for this comparable performance is that SRMSP, DA-RS, and DA-MP strive to optimize both the operational cost and the average response delay. Considering that more weight is given to optimizing the operational cost ($w=0.7$), SRMSP
significantly outperforms DOSR by up to 50% in terms of operational cost, while still managing to yield a small gap of up to 4% in terms of response delay. Additionally, DA-RS and DA-MP significantly outperform DOSR by up to 37% and 37%, respectively, in terms of operational cost, while still rendering a small gap of up to 7% and 7%, respectively, in terms of response delay. Furthermore, SRMSP, DA-RS, and DA-MP outperform DBG by a small margin of up to 4%, 0.1%, and 0.2%, respectively, because offloading tasks to the closest available foreign service provider reduces the transmission delay and, therefore, the average response delay.

Figure 3(c) shows the average number of iterations rendered by DA-RS and DA-MP over varying number of users. It is worth mentioning that we exclusively focus on presenting the number of iterations for the two distributed solution variants, DA-RS and DA-MP, as they rely on heuristic approaches. Conversely, DOSR, SRMSP, and DBG are centered around optimization problems that do not involve iterative processes; they are resolved by employing a numerical solver. Intuitively, as the number of users increases, the number of iterations increases in both DA-RS and DA-MP. As the number of users increases, home SPs take more time to determine the suitable foreign SPs at which home service providers can replicate their tasks. It can be noted that DA-RS takes fewer iterations than DA-MP, with an improvement of up to 15%. This can be attributed to the fact that foreign SPs in DA-MP take more time to respond to home SPs in order to reach their goal, which is maximizing their profit. In contrast, foreign SPs rely on random selection and does not involve any criteria that need to be optimized.

VI. CONCLUSION

In this paper, we have proposed the Service Replication between Multiple Service Providers (SRMSP) scheme. SRMSP enables service scalability at overloaded home service providers by fostering cost and delay-efficient service replication at underutilized computational resources of foreign service providers. The service replication problem is formulated as an Integer Linear Program (ILP), and an analytical solution is derived using the KKT conditions and Lagrangian analysis. In addition, we have proposed the SRMSP-Distributed Allocation (SRMSP-DA) scheme. SRMSP-DA solves the problem in distributed scenarios, and in a time-efficient manner using a game-theoretic strategy. We have proposed two versions of SRMSP-DA; one that considers the Maximum Profit (DA-MP) of foreign service providers during the selection process, and one that applies Random Selection (DA-RS). Extensive simulations have shown that DA-RS performs the same as DA-MP, while taking 15% fewer iterations. In addition, it has been shown that SRMSP and SRMSP-DA yield significant improvements of up to 50% and 37%, respectively, in terms of the total operational cost compared to a baseline scheme that focuses on the delay only without accounting for the operational cost. Such improvements are achieved while closely approaching the latter in terms of the average response delay, yielding a small gap of up to 4% and 7%, respectively. Moreover, extensive simulations have demonstrated that SRMSP and SRMSP-DA exhibit significant operational cost reductions, of up to 54% and 43%, respectively, compared to the DBG scheme. These improvements are achieved while maintaining average response delay levels that are nearly on bar with DBG, with only a small gap of up to 4% and 2%, respectively. In addition, SRMSP-DA yields a small gap of up to 20% and 4% in terms of the total operational cost and average response delay, respectively, compared to the optimal solution rendered by SRMSP. In the future, we plan to further improve the delay by predicting the load at home service providers and using such predictions to enable proactive service replication.
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**APPENDIX A**

**LAGRANGIAN FUNCTION**

\[
L(X, B, \lambda_{\text{home}}, \lambda_{\text{foreign}}, \alpha, \theta, \sigma, \sigma, \beta, \mu, \eta, \nu) = \\
\frac{w}{C_{SP_{\text{Max}}}} \left( \sum_{s_j \in S^h} (C_j^S \times x_{ij}) + \sum_{s_j \in S^f} \sum_{g=1}^z (b_{gj} \times u_{g}^{\text{R}}) \right) \\
+ \frac{(1-w)}{n} \sum_{s_j \in S^g} \sum_{g=1}^z (T_{ijg,norm} \times x_{ij}) \\
+ \sum_{s_j \in S^h} \lambda_{\text{home}} \left( \sum_{u_j \in U} f_{ij} x_{ij} - P_{s_h^j}^h \right) \\
+ \sum_{s_j \in S^f} \lambda_{\text{foreign}} \left( \sum_{u_j \in U} f_{ij} x_{ij} - C_j^f \right) \\
+ \sum_{g=1}^z \sum_{u_i \in U} \alpha_i \left( \sum_{s_j \in S} (T_{ijg}^{\text{resp}} x_{ij}) - T_{g}^{\text{max}} \right) \\
+ \sum_{g=1}^z \sum_{u_i \in U} \sum_{j \in U \setminus i} \sum_{s_j \in S} \theta_{gij} \left( \sum_{s_j \in S} x_{ij} T_{ijg}^{\text{resp}} - \sum_{s_j \in S} x_{ij} T_{ijg}^{\text{resp}} - d_g \right) \\
+ \sum_{s_j \in S^h, g=1}^z \sigma_{gij} \left( \frac{\sum_{u_i \in U^s} x_{ij}}{y_{gj}} - b_{gj} \right) \\
+ \sum_{s_j \in S^f, g=1}^z \sigma_{gij} \left( b_{gj} - \sum_{u_i \in U} x_{ij} \right) - \sum_{u_i \in U} \beta_{ij} x_{ij} \\
+ \sum_{u_i \in U} \sum_{s_j \in S} \gamma_{ij} (x_{ij} - 1) - \sum_{s_j \in S} \sum_{g=1}^{z} \mu_{gj} b_{gj} \\
+ \sum_{u_i \in U} \sum_{s_j \in S} \eta_{gj} (b_{gj} - 1) + \sum_{u_i \in U} \nu_i \left( \sum_{s_j \in S} x_{ij} - 1 \right) \\
\forall S_j^h \in S^h, \forall S_j^f \in S^f, \forall G_g \subset G, \forall u_i^q \in U \tag{13}
\]

**APPENDIX B**

**KKT CONDITIONS**

As shown below, by applying the KKT conditions (i.e., dual feasibility, stationarity, primal feasibility, and complementary slackness) on the equality and inequality constraints of the linear problem in Eq. (8), we derive Eq. (14) - Eq. (17)).

- **Dual feasibility**
  This ensures that the dual variables corresponding to the inequality constraints are non-negative.

  \[
  \lambda_{\text{home}}^*, \lambda_{\text{foreign}}^*, \alpha_i^*, \theta_{gij}^*, \sigma_{s_h}^*, \sigma_{s_f}^*, \beta_{ij}^*, \\
  \gamma_{ij}^*, \mu_{gj}^*, \eta_{gj}^* \geq 0, \\
  \forall s_j \in S, \forall G_g \subset G, \forall u_i^q \in U \tag{14}
  \]

- **Stationarity**
  It ensures that the gradient of the Lagrange function in Eq. (10) with respect to the decision variables \( x_{ij}, x_{ij} \), and \( b_{gj} \) is zero at the optimal solutions, which indicates

\[
\frac{\partial L}{\partial x_{ij}} = 0, \frac{\partial L}{\partial x_{ij}} = 0, \frac{\partial L}{\partial b_{gj}} = 0
\]
that the solutions \( x_{ij}^*, x_{ij}' \), and \( b_{ij}^* \) are critical points where the objective function is not changing with respect to the decision variables such that:

\[
\frac{\partial L(X^*, B^*, \lambda_{\text{home}, \ldots, \nu}^*)}{\partial x_{ij}^*} = 0,
\]

\[
\frac{\partial L(X^*, B^*, \lambda_{\text{home}, \ldots, \nu}^*)}{\partial x_{ij}'} = 0,
\]

\[
\frac{\partial L(X^*, B^*, \lambda_{\text{home}, \ldots, \nu}^*)}{\partial b_{ij}^*} = 0,
\]

\[
\lambda_{\text{home}} \left( \sum_{u_i^s \in U} x_{ij}^* f_{ij} - F_{sh}^h \right) = 0, \quad \forall s_i^h \in S^h (17a)
\]

\[
\lambda_{\text{foreign}} \left( \sum_{u_i^s \in U} x_{ij}^* f_{ij} - C_{ij}^f \right) = 0, \quad \forall s_j^f \in S^f (17b)
\]

\[
\alpha^*_i \left( \sum_{s_j^f \in S} x_{ij}^* f_{ij} - T_{ij}^\text{resp} - T_{ij}^\text{max} \right) = 0, \quad \forall G_g \subset G, \forall s_j^f \in S^f (17c)
\]

\[
\sigma^*_2 \left( b_{ij}^* - \sum_{u_i^s \in U} x_{ij}^* \right) = 0, \quad \forall G_g \subset G, \forall s_j^f \in S^f (17d)
\]

\[
\theta^*_g \left( \sum_{s_j^f \in S} x_{ij}^* f_{ij} - \sum_{s_j^f \in S} x_{ij}^* f_{ij} - d_i \right) = 0, \quad \forall G_g \subset G, \forall u_i^s \in U, \forall s_j \in S (17f)
\]

\[
\gamma^*_l \left( x_{ij}^* - 1 \right) = 0, \quad \forall u_i^s \in U, \forall s_j \in S (17h)
\]

\[
\mu^*_g b_{ij}^* = 0, \quad \forall s_j^f \in S^f, \forall G_g \subset G (17i)
\]

\[
\eta^*_g \left( b_{ij}^* - 1 \right) = 0, \quad \forall s_j^f \in S^f, \forall G_g \subset G (17j)
\]

**Appendix C**

**Proof of Theorem 1**

Using the equations derived from the KKT conditions in Appendix B, we can deduce from Eq. (15c) that \( T_{ij}^\text{resp} \neq 0 \) and \( \theta^*_g \neq 0 \), and thus \( \theta^*_u \neq 0 \). By substituting \( \theta^*_u = 0 \) in Eq. (15a) and Eq. (15b), we get Eq. (18) and Eq. (19), respectively.

\[
\sum_{s_j \in S} x_{ij}^* f_{ij} - 1, \quad \forall u_i^s \in U \quad (16a)
\]

\[
\sum_{u_i^s \in U} x_{ij}^* f_{ij} \leq C_{ij}^h, \quad \forall s_i^h \in S^h \quad (16b)
\]

\[
\sum_{u_i^s \in U} x_{ij}^* f_{ij} \leq C_j, \quad \forall s_j^f \in S^f \quad (16c)
\]

\[
\sum_{s_j \in S} x_{ij}^* f_{ij} \leq T_{ij}^\text{max}, \quad \forall G_g \subset G, \forall u_i^s \in U \quad (16d)
\]

\[
\sum_{u_i^s \in U} x_{ij}^* \leq \frac{b_{ij}^*}{y_g} - 0, \quad \forall G_g \subset G, \forall s_j^f \in S^f \quad (16e)
\]
From Eq. (20), Eq. (17g), and Eq. (17h), respectively, we get Eq. (21).

\[
\gamma^* \begin{cases} 
0, & \text{if } \gamma^*_i = 0, \beta^*_i < 0, V \neq 0 \\
1, & \text{if } \gamma^*_i > 0, \beta^*_i = 0, V = -\gamma^*_i
\end{cases} 
\] (22)

Note that \( V = \frac{1 - w}{n} T_{ijg, norm} + \lambda_{\text{home}} f_{ijg} + \alpha^*_i T_{ijg} + \nu^*_i \). Otherwise, when \( \forall s^j_i \in S^j, \forall u^i_i \in U^i, \forall G_g \in G \),

\[
x^*_{ij} = \begin{cases} 
0, & \text{if } \gamma^*_i = 0, \beta^*_i < 0, V \neq 0 \\
1, & \text{if } \gamma^*_i > 0, \beta^*_i = 0, E = -\gamma^*_i
\end{cases} 
\] (23)

Note that \( E = \frac{w}{C_{SP, Max}} \alpha^*_i + \frac{1 - w}{n} T_{ijg, norm} + \lambda_{\text{foreign}} f_{ijg} + \alpha^*_i T_{ijg} + \nu^*_i \). As for the other decision variable \( b^*_g \), we multiply Eq. (15d) by \( b^*_g \) and substitute \( \mu^*_g b^*_g \) and \( \eta^*_g b^*_g \) in the result of the multiplication with 0 and \( \eta^*_g \) in Eq. (17i), and Eq. (17j), respectively. Accordingly, Eq. (24) is obtained.

\[
b^*_g = \frac{w}{C_{SP, Max}} \frac{\frac{\gamma^*_i}{y_g} - \frac{\gamma^*_g}{y_g}}{\beta^*_g} = \frac{-\eta^*_g}{\mu^*_g - \eta^*_g} 
\] (24)

From Eq. (24) and Eq. (17j), we can deduce that there are only three viable cases where \( b^*_g \) has a valid value.

These cases are given as follows:

\begin{itemize}
  \item Case 1: \( b^*_g = 0 \) when \( \eta^*_g = 0 \), which means that \( \frac{w}{C_{SP, Max}} \frac{\gamma^*_i}{y_g} - \frac{\gamma^*_g}{y_g} > 0 \).
  \item Case 2: \( b^*_g = 1 \) when \( \mu^*_g = 0 \), which means that \( \frac{w}{C_{SP, Max}} \frac{\gamma^*_i}{y_g} - \frac{\gamma^*_g}{y_g} = -\eta^*_g \).
  \item Case 3: \( 0 < b^*_g < 1 \), when \( \eta^*_g > 0 \) and \( \mu^*_g = 0 \), which means that \( \frac{w}{C_{SP, Max}} \frac{\gamma^*_i}{y_g} - \frac{\gamma^*_g}{y_g} = 0 \).
\end{itemize}

From Eq. (21), Eq. (17h), and Eq. (17g), we can deduce that there are only two viable cases where \( x^*_i \) has a valid value (0 or 1). These cases are given as follows:

\begin{itemize}
  \item Case 1: \( x^*_i = 0 \) when \( \gamma^*_i = 0 \) and \( \beta^*_i > 0 \), which means that \( \frac{w}{C_{SP, Max}} \frac{\gamma^*_i}{y_g} \beta^*_i > 0 \).
  \item Case 2: \( x^*_i = 1 \) when \( \gamma^*_i > 0 \) and \( \beta^*_i = 0 \), which means that \( \frac{w}{C_{SP, Max}} \frac{\gamma^*_i}{y_g} \beta^*_i = 0 \).
\end{itemize}

Otherwise, when \( \gamma^*_i = \beta^*_i = 0 \), \( \gamma^*_i > 0 \) and \( \beta^*_i > 0 \), \( x^*_i \) has no valid value.

From Eq. (21), Eq. (17h), and Eq. (17g), we can deduce that there are only two viable cases where \( x^*_i \) has a valid value (0 or 1). These cases are given as follows:

\begin{itemize}
  \item Case 1: \( x^*_i = 0 \) when \( \gamma^*_i = 0 \) and \( \beta^*_i > 0 \), which means that \( \frac{w}{C_{SP, Max}} \frac{\gamma^*_i}{y_g} \beta^*_i > 0 \).
  \item Case 2: \( x^*_i = 1 \) when \( \gamma^*_i > 0 \) and \( \beta^*_i = 0 \), which means that \( \frac{w}{C_{SP, Max}} \frac{\gamma^*_i}{y_g} \beta^*_i = 0 \).
\end{itemize}

Otherwise, when \( \gamma^*_i = \beta^*_i = 0 \) (because of the limitation of \( x^*_i \) when \( \gamma^*_i \) and \( \beta^*_i \) tend to zero), \( \gamma^*_i = \beta^*_i > 0 \), or \( \gamma^*_i > 0 \) and \( \beta^*_i > 0 \), \( x^*_i \) has no valid value. Thus, when \( \forall s^j_i \in S^j, \forall u^i_i \in U^i, \forall G_g \in G \),
APPENDIX D
PROOF OF POTENTIAL GAME

In [38], the objective functions of the players constitute a potential game with a potential function. We consider the global objective function (potential function) given by Eq. (27) for our problem:

\[
\Phi(X, B) := \sum_{j=1}^{m} \left( w \frac{C_{SP_j}}{C_{SP_{Max_j}}} + (1 - w)T^{resp}_{norm_j} \right)
\]  

(27)

We then assign for each player (home service provider) an objective function that captures the player’s marginal contribution to the potential function, as given by Eq. (28).

\[
UF_j(X_j, B_j, X_{-j}, B_{-j}) = \sum_{s^h_j \in S^h \setminus s^h_j} \left( w \frac{C_{SP_j}}{C_{SP_{Max_j}}} + (1 - w)T^{resp}_{norm_j} \right)
\]

(28)

Note that each player’s objective function is only dependent on the actions of other players. Thus, from Eq. (27) and Eq. (28), the potential game of the problem is defined as given by Eq. (29).

\[
\Phi(X_{-j}, B_{-j})(X_j, B_j) = \sum_{s^h_j \in S^h} \sum_{s^h_j \in S^h \setminus s^h_j} \left( w \frac{C_{SP_j}}{C_{SP_{Max_j}}} + (1 - w)T^{resp}_{norm_j} \right)
\]

(29)

The change in the objective function of player \(S^h_j \in S^h\) by switching from action \((X_j', B_j')\) to action \((X_j'', B_j'')\), provided that all other players collectively play \((X_{-j}, B_{-j})\), is given by Eq. (30):

\[
UF_j(X_j'', B_j'', X_{-j}, B_{-j}) - UF_j(X_j', B_j', X_{-j}, B_{-j}) = \Phi(X_{-j}, B_{-j})(X_j'', B_j'') - \Phi(X_{-j}, B_{-j})(X_j', B_j')
\]

(30)

Consequently, we can deduce that the game is the exact potential game, which always has a Nash equilibrium.