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Abstract—The success of emerging Broadband Wireless Access Systems (BWASs) will depend, among other factors, on their ability to manage their shared wireless resources in the most efficient way. This is a complex task due to the heterogeneous nature, and hence, diverse Quality of Service (QoS) requirements of different applications that these systems support. Therefore, QoS provisioning is crucial for the success of such wireless access systems. In this paper, we propose a novel downlink packet scheduling scheme for QoS provisioning in BWASs. The proposed scheme employs practical economic models through the use of novel utility and opportunity function costs to simultaneously satisfy the diverse QoS requirements of mobile users and maximize the revenues of network operators. Unlike existing schemes, the proposed scheme is general and can support multiple QoS classes with users having different QoS and traffic demands. To demonstrate its generality, we show how the utility function can be used to support three different types of traffic, namely best-effort traffic, traffic with minimum data rate requirements, and traffic with maximum packet delay requirements. Extensive performance analysis is carried out to show the effectiveness and strengths of the proposed packet scheduling scheme.
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1 INTRODUCTION

Emerging Broadband Wireless Access Systems (BWASs), such as High-Speed Downlink Packet Access (HSDPA) [1] and 802.16 broadband wireless access system (WiMAX) [2], pose a myriad of new opportunities for leveraging the support of a wide range of multimedia applications with diverse Quality of Service (QoS) requirements. This is due to the high data rates that are supported by these systems, which were previously only available to wireline users. Despite the support for high data rates, satisfying the diverse QoS of users while maximizing the revenues of network operators is still one of the major design issues in these systems. Therefore, QoS provisioning is crucial for the success of BWASs. QoS provisioning in BWASs is a challenging problem due to the diverse QoS requirements of the applications that these systems support and the utilization of downlink-shared channels for data delivery instead of dedicated ones. QoS provisioning in BWASs can be done at three different levels, as shown in Fig. 1. These levels are admission level, class level, and packet level. Admission-level QoS provisioning is responsible for accepting or rejecting new users’ connections. It aims at satisfying the long-term QoS of users by maximizing the number of admitted connections while maintaining the QoS of ongoing ones. Whereas, class-level QoS provisioning deals with the aggregate demand of admitted users. It determines the number of transmission time frames that each QoS class needs in order to maintain the QoS of its admitted users. Once the time frames are provisioned between different QoS classes, packet-level QoS provisioning is utilized in order to determine which of the users’ packets are transmitted in a single frame. The functionality of packet-level QoS provisioning is, therefore, equivalent to the functionality of packet scheduling in BWASs. Throughout this paper, packet-level QoS provisioning will be referred to as packet scheduling.

Packet scheduling is one of the most important components of BWASs that affects system capacity, revenue, and potential QoS provided to users. A downlink packet scheduler is implemented at the base stations of BWASs to control the allocation of the downlink-shared channels to the mobile users by deciding which of them should be transmitted to during a given time frame, and thus to a large extent, the scheduler determines the overall behavior of these systems. Therefore, packet schedulers should be carefully designed in order to maximize the efficiency of the wireless access systems, satisfy the various QoS requirements of users, and maximize the obtained revenues. This paper focuses on downlink packet scheduling.

1.1 Design Issues of Packet Scheduling

There are four important design issues that should be considered in developing packet scheduling schemes. The first is the consideration of the mobile users channel quality conditions. Mobile users experience varying channel conditions that affect their supportable data rates (i.e., maximum...
downlink data rates) from time to time due to their mobility, interference from other users, obstacles, etc. The packet scheduler should track the instantaneous channel quality conditions of the users and select for transmission those who are experiencing good channel quality conditions in order to maximize the system capacity. However, serving the users based on their favorable channel quality conditions raises the issue of fairness as those users with bad channel quality conditions may not get served, and hence, they may suffer from starvation. Therefore, fairness is another important issue that has to be taken into consideration while designing packet scheduling schemes. The third issue is the QoS requirements of different applications. Next generation BWASs will support a wide range of multimedia applications that have different QoS requirements, and therefore, these requirements should be taken into consideration to maximize satisfactions of users. The fourth issue is revenue loss due to scheduling low-revenue generating users. Network operators incur different revenue losses from serving users depending on their channel quality conditions, amount of the buffered data they have at the base station, and the amount of money they are willing to pay for different services. A good design of a scheduling scheme should consider such revenue losses and aim at minimizing them. Striking a proper balance between these design issues is the main focus of this paper.

1.2 Related Work

Existing packet scheduling schemes can be classified into two groups: nonreal-time and real-time scheduling. Non-real-time scheduling schemes are designed for non-real-time and best-effort traffic, where the users’ average throughputs are the main QoS metric. Whereas real-time scheduling schemes are designed for multimedia traffic with various QoS requirements such as minimum data rate or maximum delay requirements. An overview of CDMA-related QoS provisioning techniques including state-of-the-art packet scheduling is presented in [3]. The most well-known nonreal-time packet scheduling schemes in next generation BWASs are the Maximum Carrier to Interface Ratio (Max CIR) [4] and Proportional Fairness (PF) [5]. Max CIR serves the users with the best channel quality conditions, hence, maximizing the system capacity at the expense of fairness. PF, on the other hand, tries to balance the capacity-fairness trade-off by serving the users with the best relative channel quality, where the relative channel quality is the user’s channel quality condition divided by his average throughput. Therefore, the PF scheme gives more priority to users as their average throughputs decrease in order to prevent users with good channel quality conditions from monopolizing the wireless resources as is normally the case with Max CIR. It has been shown, however, that the PF scheme is fair only in ideal cases when users experience similar channel conditions. The PF scheme, therefore, becomes unfair and unable to exploit multiuser diversity in more realistic situations, where users usually experience different channel conditions [6]. To solve this problem, a Score-Based (SB) scheduling scheme is proposed in [6]. Unlike the PF scheme, the SB scheme selects the user whose current channel quality condition is high relative to his own rate statistics instead of selecting the one whose channel quality condition is high relative to his average throughput. Another proposal is Fast Fair Throughput (FFT) [7]. FFT modifies the PF scheme by multiplying the relative channel quality of the users by an equalizer term to ensure a fair long-run throughput distribution among them. In an earlier study [8], we attempted to maximize the system capacity by considering the instantaneous channel quality conditions of the users while at the same time prioritizing users who are receiving very low average throughputs. In another study [9], we represented each user by a utility function that measures his satisfaction of the perceived service. Then, we formulated our scheduling problem so that it maximizes the social welfare of the system in terms of the aggregate utility of system. However, in both studies, we considered only nonreal-time services.

In [10] and [11], a packet scheduling scheme known as the Modified Largest Weighted Delay First (M-LWDF) is proposed to accommodate real-time traffic. M-LWDF uses the relative channel quality condition to compute the user’s priority similar to PF. However, to accommodate real-time traffic with delay requirements, M-LWDF multiplies the
user’s relative channel quality condition by a term representing
the user’s packet delay. This term ranges from 0 to 1, where it approaches 1 as the user’s head of queue packet delay approaches its delay threshold. It has been shown in [12] that M-LWDF may result in unfair distribution of wireless resources since if two users have the same head of queue packet delay, they will be assigned different priorities if their supportable data rates are different. Therefore, an enhancement of M-LWDF, referred as the Fair Modified Largest Weighted Delay First (FM-LWDF), is proposed in [12] to improve the fairness of M-LWDF. FM-LWDF borrows the equalizer term from the FFT scheme and adds it to M-LWDF in order to improve fairness among users. Another proposal for real-time traffic is the Max CIR with Early Delay Notification (EDN) [13]. This scheme tries to maximize the system capacity by scheduling users using the Max CIR scheme as long as their packet delays are below a certain threshold. If the packet delays of one or more users exceed a certain threshold, then the packets that have been queued the longest time are served first.

The schemes in [14], [15], and [16] represent each user by a utility function depending on his traffic type and aim at maximizing the users’ utilities. The scheme in [14] provides two utility functions, one for delay-constrained traffic and the other for best-effort traffic. The scheme, however, ignores users with data rate requirements. In addition, even though the scheme supports fairness among best-effort users, it ignores fairness among delay-sensitive users. Moreover, the scheme does not provide any efficient way to achieve inter- and intraclass prioritization (i.e., prioritization between different classes of traffic and prioritization between different users, respectively), which may limit its practicality. Similar to the scheme in [14], the scheme in [15] uses different utility functions depending on the data rate requirements of users (e.g., stringent, flexible, etc.). The scheme, however, ignores delay-sensitive users. In addition, the scheme does not take into account the instantaneous channel quality conditions of mobile users in the scheduling decisions, which is one of the most important features of packet scheduling in next generation BWASs. The scheme in [16] seems to provide acceptable QoS support as it considers best-effort traffic, traffic with data rate requirement, and traffic with delay requirements. The scheme, however, ignores inter- and intraclass fairness, which may result in unfair distribution of the wireless resources.

Therefore, packet-level QoS provisioning in BWASs is still an open issue due to the need for a packet scheduling scheme that is capable of simultaneously supporting various QoS requirements in addition to providing effective inter- and intraclass prioritization and fairness. We remark that none of the schemes discussed in this section considers the revenues of the network operator, which may limit their viability. Hence, network operator’s revenues should be considered as an additional dimension to the scheduling problem.

### 1.3 Contributions

In this paper, we propose a novel packet scheduling scheme to be implemented at base stations of next generation BWASs. Our proposed scheme is designed to simultaneously achieve the following objectives:

1. Supporting multiple classes of service for users having different QoS and traffic demands.
2. Satisfying the conflicting requirements of the users and network operators.
3. Maximizing the throughput of the wireless system.
4. Ensuring a fair distribution of wireless resources.

Unlike most existing schemes, where different users within each class are assumed to have the same QoS requirements, we consider a more generalized problem, which is supporting multiple users with different QoS requirements within each class. This is more practical since each QoS class in next generation BWASs can include various applications with different QoS requirements (e.g., video and audio streaming in the streaming class). Another problem that is uniquely dealt with in our scheme is satisfying the conflicting requirements of the network operator (i.e., high revenues) and the users (i.e., guaranteed QoS). In practice, different users may have different preferences depending on many factors including the types of applications they are running, age, budgets, etc. These preferences are accounted for in our scheme by employing a utility function with certain realistic properties. To this end, we provide specific definitions for the utility function to support three different types of traffic, namely, best-effort traffic, traffic with minimum data rate requirements, and traffic with maximum delay requirements. The preferences of the network operator are represented by an opportunity cost function to bound revenue loss resulting from serving low-revenue-generating users. To maximize the system throughput, the proposed packet scheduling scheme utilizes the information about the channel quality conditions of the users in its scheduling decisions. Furthermore, we provide unique fairness measures for the traffic cases that are considered in this paper to provide a fair distribution of the wireless resources.

**Organization of the paper.** The rest of the paper is organized as follows: Section 2 outlines the system and packet scheduling model. In Section 3, we introduce our proposed packet scheduling scheme and show its effectiveness and unique properties. Simulation models, results, and comparisons are given in Section 4. Finally, conclusions drawn from the paper are discussed in Section 5.

### 2 System Model and Packet Scheduling Model

We consider a BWAS consisting of a downlink time-slotted channel, as shown in Fig. 2. Transmission is done in time frames of fixed or variable size duration, where each frame consists of a number of time slots. We assume that the base station serves \( N \) users. We also assume that there are \( K \) classes of traffic, where class \( i \) has higher priority than class \( i + 1 \). Let \( N_i \) denote the number of class \( i \) users and \( N = \sum_{i=1}^{K} N_i \). We allow users within the same class to have different QoS requirements depending on the type of applications they are running. Packet scheduling in next generation BWASs works as follows. Each user regularly informs the base station of his channel quality condition by sending a report in the uplink to the base station. The report contains information about the instantaneous channel quality condition of the user. The base station then would use this information to select the appropriate user(s)
according to the adopted scheduling scheme. For example, in HSDPA, users are able to measure their current channel quality conditions by measuring the power of the received signal from the base station and then using a set of models described in [17], to determine their current supportable data rate.

3 Fair Class-Based Packet Scheduling Scheme

In this section, we present our proposed packet scheduling scheme, which we refer to as Fair Class-Based Packet Scheduling (FCBPS). We first begin by outlining the general formulation of the scheduling problem, which includes a general utility function to represent the satisfactions of mobile users and an opportunity cost function to represent the cost of serving them (in terms of revenue loss). Then, we state the conditions that the utility function should satisfy and propose a possible utility function that meets the stated conditions.

The satisfaction of user \( j \) of class \( i \) at time \( t \) as perceived by the network operator can be expressed by a utility function

\[
U_{ij}(\{X_{ij}(t)\}_{z=1}^{m_{ij}}) = \{X_{ij}^1(t), X_{ij}^2(t), \ldots, X_{ij}^{m_{ij}}(t)\},
\]

where \( X_{ij}^z(t) \) are chosen QoS quantitative measures of the user's satisfactions of the wireless system such as the average throughput, current data rate, average delay, etc., \( X_{ij}^{m_{ij}}(t) \) is a fairness measure that represents the level of fairness of the scheduling scheme to the traffic generated by user \( j \), \( z = 1, 2, \ldots, m_{ij} \) is an index that refers to any of the QoS measures, and \( m_{ij} \) is the maximum number of chosen quantitative measures for user \( j \). The main objective of our packet scheduling scheme is to find a subset of users (\( N^* \)) to transmit their packets to in order to maximize social welfare, which is the summation of user utilities [18]. Thus, the scheduling scheme can be formulated as the following optimization problem:

\[
\begin{align*}
\text{Objective:} & \quad \max_{(i,j) \in N^*} \sum_{i=1}^{K} \sum_{j=1}^{N} U_{ij}(\{X_{ij}(t)\}_{z=1}^{m_{ij}}) \\
\text{Subject to:} & \quad \nu_{ij}^{\min} \leq X_{ij}^z(t) \leq \nu_{ij}^{\max}, \quad \forall j \in N, \quad \forall z, \quad 1 \leq z \leq m_{ij}, \\
& \quad \sum_{(i,j) \in N} R_{ij}(t) \leq C, \quad \forall t \in [0, T], \\
& \quad OC_{N^*}(t) \leq H,
\end{align*}
\]

where \( N^* \subseteq N \) is the set of users (represented by the tuple \((i, j)\), where \( i \) is the class index and \( j \) is the user’s index within the class) that are selected to transmit to, \( N \) is the set of the total number of users in the system, the first constraint is used to ensure lower and upper bounds on QoS provided to users (e.g., minimum and maximum data rate), \( \nu_{ij}^{\min} \in [\nu_{ij}^{\min}, \nu_{ij}^{\max}] \) and \( \nu_{ij}^{\max} \in [\nu_{ij}^{\max}, \nu_{ij}^{\max}] \) are predefined values for the lower and upper bounds corresponding to the \( z \)th QoS measure for user \( j \) (i.e., \( X_{ij}^z(t) \)), respectively, \( R_{ij}(t) \) is the current supportable data rate of user \( j \) at time \( t \), which depends on his channel quality condition, \( C \) is the system capacity, \( OC_{N^*}(t) \) is a cost function representing the cost of serving the selected users at time \( t \) (i.e., the users in set \( N^* \)), and \( H \) is a predefined value. We consider the opportunity cost\(^3\) as our cost function. The concept of opportunity cost can be used to manage the trade-off between fairness and revenue. This is because fairness may force the scheduler to serve low-revenue-generating users resulting in revenue loss to the network operator. Therefore, \( OC_{N^*}(t) \) is used to bound this revenue loss. We define \( OC_{N^*}(t) \) as follows. Let

1. A simplified version of the proposed scheduling scheme appeared in the IEEE ICC 2007 [9].

2. Note that \( R_{ij}(t) \) is computed based on the channel quality condition of the user as explained in Section 2. However, if the user requires less than \( R_{ij}(t) \) to empty his buffer, then we set \( R_{ij}(t) \) to the data rate that is just enough to empty the user’s buffer in order to avoid giving more slots than the user needs.

3. The opportunity cost for a good is defined as the value of any other goods or services that a person must give up in order to produce or get that good [18].
could restrict the revenue loss to be no more than 20 percent of fairness revenue. For example, the network operator might choose the value of $\gamma_i$ so that the network operator will earn from user $j$ given that this user is served in the current time frame. That is, the set of users served in the current time frame is $\{R_{ij}\}_{j=1}^{g}$ contains all users in descending order of the revenue that the network operator will earn from each of them provided that they are served in the current time frame.

To ensure the practicality of the scheduling scheme, we require

\[ \Re v_{\text{max}} = \sum_{(i,j) \in \mathcal{N}} R_{ij}(t) \leq C. \]

$\Re v_{\text{max}}$ is the maximum obtainable revenue in the current time frame (i.e., the maximum revenue the network operator can generate in the current time frame). $\Re v_{\text{max}}$ is obtained by calculating the revenues of all users that could send in the current time frame (i.e., without exceeding the system capacity) and that if served, they will generate the maximum revenue to the network operator.

Therefore, $OC_{\mathcal{N}'}(t)$ is defined as follows:

\[ OC_{\mathcal{N}'}(t) = \Re v_{\text{max}} - \sum_{(i,j) \in \mathcal{N}'} p_{ij} \cdot R_{ij}(t). \]

That is, the opportunity cost is a measure of how much revenue the network operator would forego if the users in set $\mathcal{N}'$ are selected for transmission given that there are higher revenue-generating users (i.e., the users that generate $\Re v_{\text{max}}$). The network operator can determine the appropriate level of opportunity cost of fairness by choosing the value of $H$, and hence, the appropriate level of fairness revenue. For example, the network operator could restrict the revenue loss to be no more than 20 percent of the maximum obtainable revenue (i.e., $H = \zeta \cdot \Re v_{\text{max}}$, where $\zeta = 0.2$). Note that if $H = 0$, then this implies that the network operator cannot tolerate any revenue loss, and therefore, only the highest revenue-generating users are scheduled to transmit. On the other hand, if $H = \Re v_{\text{max}}$, then the opportunity cost is ignored. In this case, all users are considered for transmission.

### 3.1 The Utility Function

To ensure the practicality of the scheduling scheme, we require $U_i_j(X_{ij}(t))^{m_{ij}}$ to meet the following conditions:

1. \[ \frac{\partial U_{ij}(t)}{\partial X_{ij}(t)} \geq 0, \forall z, \forall z \in \{1, 2, \ldots, m_{ij}\}; X_{ij}(t) \in [X_{ij}^0(t), X_{ij}^1(t), \ldots, X_{ij}^{m_{ij}}(t)] \), the utility should be a nondecreasing function of $X_{ij}(t)$ to ensure that the user is satisfied with more allocated network resources (i.e., more $X_{ij}(t)$).

2. \[ U_{ij}(X_{ij}(t))^{m_{ij}} = U_{\min}, \text{ if } X_{ij}(t) = X_{ij}^{\min}(t), \]

\[ U_{ij}(X_{ij}(t))^{m_{ij}} \leq U_{\min}, \text{ otherwise}, \]

where $X_{ij}^{\min}(t)$ is the minimum value of the $z$th QoS measure. That is, if all QoS measures are at their minimum values, then the user’s utility is at its minimum value (i.e., $U_{\min}$) reflecting that the user is dissatisfied with receiving low QoS. If only some QoS measures are at their minimum values, then the user’s utility is larger than or equal to the minimum value.

3. \[ U_{ij}(X_{ij}(t))^{m_{ij}} \leq U_{\max}, \text{ if } X_{ij}(t) = X_{ij}^{\max}(t), \]

\[ U_{ij}(X_{ij}(t))^{m_{ij}} \leq U_{\max}, \text{ otherwise}, \]

where $X_{ij}^{\max}(t)$ is the maximum value of the $z$th QoS measure. That is, if all QoS measures are at their maximum values, then the user’s utility is at its maximum value (i.e., $U_{\max}$). If only some QoS measures are at their maximum values, then the user’s utility is less than or equal to the maximum utility.

4. \[ \lim_{\{X_{ij}(t)\}_{z=1}^{m_{ij}} \rightarrow \{X_{ij}^{\min}(t)\}_{z=1}^{m_{ij}}} U_{ij}(X_{ij}(t))^{m_{ij}} = U_{\max}, \]

the higher the network resources the user receives, the higher the user’s utility up to a certain maximum value $U_{\max}$, then the utility stays at that level reflecting that any additional allocated network resources will not increase the user’s utility.

In addition to the above conditions, we require the utility function to support interclass prioritization. Solving for the above conditions will not produce a unique solution. We, hence, introduce a plausible utility function in (3), with constants $a_i > 0, \forall i, 1 \leq i \leq K$, to capture the feasible area of the solution

\[ U_{ij}(X_{ij}(t))^{m_{ij}} = 1 - e^{-a_i \sum_{z=1}^{m_{ij}} X_{ij}(t)}, \]

where $a_i$ serves as an interclass distinguishing parameter in order to prioritize different classes of traffic, and larger values of $a_i$ result in higher class prioritization. This is because larger values of $a_i$ make the utility function more sensitive to any increase or decrease in the QoS measures (i.e., larger values of $a_i$ increase the slope of the utility function). As explained later, users with steep utility function result in the highest rate of change in it, and hence, they maximize the social welfare of the system.

It is imperative to point out that at every scheduling decision, the variations in the users’ QoS measures can be computed whether the users are served or not. Therefore, a solution to (1) can be found by computing the aggregate utility of the system if user $j$ is scheduled and all other users are not, and then finding the set of users (i.e., $\mathcal{N}'$) with the highest aggregate utility (in descending order) provided that they satisfy the constraints of (1). In other words, a solution to (1) can be found by choosing the set $\mathcal{N}'$ of users for transmission such that

4. That is, the user with the highest aggregate utility is scheduled to transmit. If this user does not have enough data in his queue to fill the frame, then the user with the next highest aggregate utility is added to the set of selected users and so forth until the frame is filled. The base station in BWASs can send to multiple users simultaneously using code multiplexing as in HSDPA [1] or frequency multiplexing as in WiMAX [2].
Objective: \( \arg \max_{(i,j) \in \mathcal{N}^*} \left( \sum_{i=1}^{K} \sum_{j \in \mathcal{N}} \left( 1 - e^{-\eta_i} \sum_{z=1}^{m_{ij}} (X_{ij}(t)) \right) \right) \)

\( + \sum_{i=1}^{K} \sum_{j \in \mathcal{N}} \left( 1 - e^{-\eta_j} \sum_{z=1}^{m_{ij}} (X_{ij}(t)) \right) \),

Subject to: \( \nu_{ij}^{\min} \leq X_{ij}(t) \leq \nu_{ij}^{\max}, \forall j \in \mathcal{N}, \forall z, 1 \leq z \leq m_{ij} \),

\( \left( \sum_{(i,j) \in \mathcal{N}} R_{ij}(t) \right) \leq C, \)

\( OC_{\mathcal{N}}(t) \leq H, \)

\( (4) \)

where all users \((j)\) in set \(\mathcal{N}^*\) are selected to transmit and all other users \((y \not\in \mathcal{N}^*)\) are not. Since \(4\) involves the summation of user utilities given that each user is selected to transmit and all others are not, then clearly the users, who result in the highest rate of change in the utility function, are actually the ones that are going to maximize the social welfare of the system. This implies that the steeper the slope of the user's utility, the greater his chance of getting scheduled to transmit. The slope of the utility function in \(3\) is steeper at low values for the QoS measures. This implies that the users with low QoS measures result in the highest rate of change in the utility function. Hence, these users are given more priority for transmission in order to improve their QoS. This property, which is known in economics as diminishing marginal utility \([18]\), is very important because it can be used to ensure fairness of the scheduling scheme. More discussions about this property are in Section 3.3.

### 3.2 Dynamic Computation of Opportunity Cost

It is imperative to point out that in some cases, the optimization problem in \(4\) may not have a feasible solution. This is because the scheduling scheme may have to serve certain users to guarantee certain levels of QoS (e.g., minimum data rate or maximum delay), even though these users do not satisfy the opportunity cost constraint. Therefore, to satisfy both constraints, the bound on opportunity cost (i.e., \(H\)) has to be dynamically computed in order to ensure the existence of a feasible solution of \(4\) as follows. Let

- \( Re \ v_w = \sum_{(i,j) \in \mathcal{N}^*} p_{ij} \cdot R_{ij}(t)\), where \(\mathcal{N}^* \in \mathcal{N}^*\) is the set of users that must be served at time \(t\) (i.e., current time frame) in order to guarantee their QoS requirements. That is, \(Re \ v_w\) is the obtainable revenue from users that require QoS guarantees.

In this case, the opportunity cost of serving the users in \(\mathcal{N}^*\) is given by \(OC_w(t) = Re \ v_{w\max} - Re \ v_w\), where \(Re \ v_{w\max}\) is defined in Section 3.3. Therefore, to avoid infeasibility in \(4\), we must have \(H \geq OC_w(t)\). The network operator could, for example, set a predefined value for \(H\), say \(\vartheta\), and use it only when \(H \geq OC_w(t)\) is satisfied as follows:

\( H = \begin{cases} 
OC_w(t), & \text{if } \vartheta \leq OC_w(t), \\
\vartheta, & \text{otherwise.}
\end{cases} \)

\( (5) \)

### 3.3 Scheduling Different Types of Traffic

In this section, we define the QoS measures that are used in the utility function to support best-effort traffic, where the user's average throughput is the main QoS, traffic with minimum data rate requirements, and traffic with maximum delay requirements. The QoS measures are chosen so that the scheduling scheme achieves the objectives outlined in Section 1.3. We make the following definitions:

- \( S_{ij}(t) = \) average throughput for user \(j\) of class \(i\) up to time \(t\).
- \( \max_j S_{ij}(t) = \) maximum average throughput achieved among all users up to time \(t\).
- \( S_{ij}^{\min} = \) minimum required average data rate of user \(j\) of class \(i\).
- \( S_{ij}^{\max} = \) maximum required average data rate of user \(j\) of class \(i\).
- \( D_{ij}^{\max} = \) maximum tolerable average packet delay of user \(j\) of class \(i\) at time \(t\).
- \( D_{ij}(t) = \) actual average packet delay of user \(j\) of class \(i\) at time \(t\).

To achieve our design objectives, we let \(m_{ij} = 2\) in \(3\) and let

- \( X_{ij}(t) = \mu_{ij}(t) = \left( P_{ij} - \frac{R_{ij}(t)}{C}\right)\), where \(0 \leq P_{ij} \leq 1\). We define this measure in order to exploit the user channel quality conditions in the scheduling decision, and hence, maximize the users’ individual data rates and the system throughput. This is because the higher the instantaneous data rate of the user (normalized by the system capacity \(C\)), the lower \(\mu_{ij}(t)\), which results in a higher rate of change in the utility function in \(3\) due to its diminishing marginal property as mentioned earlier. Therefore, users with good channel quality conditions will have higher priority to transmit. In addition, when \(\frac{R_{ij}(t)}{C} > P_{ij}\), \(\mu_{ij}(t)\) becomes negative, and consequently, the utility function in \(3\) sharply decreases (i.e., its slope becomes steeper). This is shown in Fig. 3, which plots the utility as a function of \(X_{ij}(t)\) for \(a_i = 4\) and \(P_{ij} = 0.3, 0.5,\) and \(0.7\) (the graphs with \(P_{ij} = 0.7\) and \(0.3\) are shifted on the X-axis by \(0.2\) and \(-0.2\), respectively, to better show the differences between them). Therefore, \(P_{ij}\) can be interpreted as a “penalty” incurred from not serving users with
good channel quality conditions, where smaller values of $P^j_{ij}$ increase the penalty, and hence give more weight to the users' channel quality conditions in the scheduling decisions.

In our utility function, we use the same requirements, respectively. maximum data rate requirements, and traffic with delay provide different definitions for types to increase the system throughput. However, we define $X$ in $X_j^1(t)$ be $e$, $r$, and $d$ for best-effort traffic, traffic with maximum data rate requirements, and traffic with delay requirements, respectively.

For best-effort traffic, we define $X^2_j(t)$ as follows:

- $X^2_j(t) = \alpha_{ij}(t) = \left(\frac{S_{ij}(t)}{S_{ij}^{\max}(t)} - P^2_{ij}\right), 0 \leq P^2_{ij} \leq 1$. We define this measure to provide fairness for best-effort traffic. Using this measure, if the user is receiving significantly lower average throughput compared to the one with the maximum average throughput, his fairness will be low indicating his dissatisfaction for the unfairness of the system. In this case, the scheduler will be forced to serve this user to increase his fairness measure. This is because, if a user with high average throughput is served, though his utility will increase, the social welfare of the system will not be maximized because of the rapid decrease of the utilities of those users with low average throughputs as a result of the diminishing marginal property of our proposed utility function. The role of $P^2_{ij}$ in determining the weight of this measure is similar to the role of $P^1_{ij}$ in $X^1_j(t)$. However, in this case, larger values of $P^2_{ij}$ give more weight to $X^2_j(t)$.

For traffic with minimum data rate requirements, we define $X^3_j(t)$ as follows:

- $X^3_j(t) = \sigma_{ij}(t) = \left(\frac{S_{ij}(t)}{S_{ij}^{\min}(t)} - P^3_{ij}\right), 0 \leq P^3_{ij} \leq 1$. We define this measure in order to satisfy the users by granting them their required data rates. $\sigma_{ij}(t)$ also represents a fairness measure. This is because if the user is receiving a low average throughput compared to other users who request the same data rate, the rate of decrease in his utility function will be higher than the other users. The scheduler, in this case, will be forced to serve the user to increase his utility, and hence, maximize the social welfare of the system. Larger values of $P^3_{ij}$ can be used to give more weight to $X^3_j(t)$.

Finally, for traffic with maximum delay requirements, we define $X^4_j(t)$ as follows:

- $X^4_j(t) = \varphi_{dj}(t) = \left(\frac{P^4_{dj} - D_{dj}(t)}{D_{dj}^{\max}(t)}\right), 0 \leq P^4_{dj} \leq 1$. We include this measure in order to satisfy the users' required average packet delays. $\varphi_{dj}(t)$ also represents a fairness measure similar to the case of traffic with data rate requirement. In this case, however, small
4.1 Simulation and Traffic Models

We consider a single-cell scenario (though we considered inter and intracell interference as discussed in Section 4.2). The base station is located at the center of the cell. The cell radius is 1 km and the base station’s transmission power is 38 dBm. To demonstrate the ability of our scheme to support different QoS with users having different QoS requirements, we assume three different QoS classes with four different types of traffic namely VoIP (class 1), audio streaming (class 2), video streaming (class 2), and FTP (class 3). In addition, to demonstrate the ability of our scheme to prioritize different QoS classes (i.e., interclass prioritization), we assume that class 1 has the highest priority and class 3 has the lowest priority. Moreover, we assume that audio streaming has a higher priority than video streaming in order to demonstrate the ability of our scheme to prioritize traffic with different QoS within the same class (i.e., intraclass prioritization). To achieve such prioritizations, we choose appropriate values for $a_i$, $P_1^i$, $P_2^i$, $P_3^i$, and $P_4^i$, according to their role in the utility function, as explained in Section 3.3.3. These values are shown in Table 1. Furthermore, for demonstration purpose, we assume that $P_l = 6$, and 1 unit of money for VoIP, audio streaming, video streaming, and FTP users, respectively.

For VoIP traffic, we adopt the model in [19], which assumes Adaptive MultiRate (AMR) codec. In this model, packets are generated using a negative exponentially distributed ON-OFF traffic source to simulate the talk and silence spurs, where the mean duration of both ON and OFF periods is 3 s. During the ON periods, a voice packet of 244 bits is generated every 20 ms, corresponding to a source bit rate of 12.2 Kbps, which is comparable to one of the AMR bit rates [20]. The compressed IP/UDP/RTP header increases the bit rate to 13.6 Kbps [21]. The ITU E-model [22] states that when the one-way mouth-to-ear delay exceeds 250 ms, the voice quality rating rapidly deteriorates. About 80-150 ms remain for the base station processing and connection reception when the delay induced by the voice encoder/decoder and other components in the system is subtracted [23]. Therefore, we set the maximum delay threshold for VoIP traffic to a value between 80 and 150 ms, specifically 100 ms.

Audio streaming is modeled using AMR codec with a minimum rate of 12 Kbps, maximum rate of 64 Kbps, maximum packet delay of 150 ms, and a packet size uniformly distributed between 244 and 488 bits. These values are chosen from within the range of specific QoS requirements defined by WCDMA in order to provide adequate service to mobile users [24], [25], [26]. Video streaming is modeled with a minimum data rate of 64 Kbps, a maximum data rate of 384 Kbps, and a packet size uniformly distributed between 1,200 and 2,400 bits [24], [25], [26]. FTP traffic is simulated by a maximum rate of 128 Kbps and a fixed packet size of 1,200 bits. Call durations of VoIP and video streaming users are modeled by an exponential distribution with a mean value of 30 s. Whereas in case of FTP users, it is assumed that each user requests one FTP file of size 50 MB and terminates his call after the download is complete. At initialization, $N$ users are uniformly distributed in the cell. Pedestrian A environment is used in our experiments, where every mobile user moves inside the cell with a constant speed of 3 km/hr. This speed is the recommended value for Pedestrian A environment by the 3 GPP [27]. A total of 10 channel codes are used, which correspond to a total capacity of 7.2 Mbps [17]. In addition, a feedback delay of three time frames is considered in reporting the instantaneous channel quality conditions of users. Call arrivals are modeled as a Poisson process. The simulation time step is one time frame, which is 2 ms in HSDPA [1], and the simulation time is 400 s.

4.2 Channel Model

The channel model describes the attenuation of the radio signal on its way from the base station to the user, and therefore, it describes how the channel condition of the user changes with time depending on the user’s environment and speed. In our simulation, we adopt the channel model used in [27], which consists of five parts: distance loss, shadowing, multipath fading, intracell interference, and intercell interference.

4.3 Simulation Results

To provide QoS guarantees (e.g., minimum data rates or maximum packet delays), the scheduling scheme must be supported by a call admission control in order to block users when there is not enough capacity to support such guarantees. In this paper, we focus on packet scheduling in order to show its performance independently from call admission control. We, therefore, do not consider the case of guaranteed QoS in our experiments. In addition, since existing packet scheduling schemes cannot effectively support different types of traffic with different QoS requirements at the same time, we, therefore, distinguish between two cases. In the first case, all users in the system belong to one traffic type only (i.e., VoIP, audio streaming, video streaming, or FTP). For VoIP and audio streaming, we compare the performance of our scheduling scheme (denoted by FCBPS) to that of the M-LWDF, FM-LWDF, and the Maximum CIR with EDN schemes since these schemes are designed for real-time traffic with delay requirements. For video streaming and FTP, we compare the performance of our scheme with that of the CIR, PF, and the FFT schemes since these schemes are designed for nonreal-time traffic with throughput requirements only.

In the second case, we evaluate the performance of our scheme under a multiplexed scenario in which users could request any type of the four traffics considered in our simulation. Such a case is designed to show the ability of scheme to simultaneously serve different users with

<table>
<thead>
<tr>
<th>Traffic Type</th>
<th>$a_i$</th>
<th>$P_1^i$</th>
<th>$P_2^i$</th>
<th>$P_3^i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>VoIP</td>
<td>4</td>
<td>0.5</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>Audio Streaming</td>
<td>3.5</td>
<td>0.5</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>Video Streaming</td>
<td>3</td>
<td>0.5</td>
<td></td>
<td>0.7</td>
</tr>
<tr>
<td>FTP</td>
<td>2.5</td>
<td>0.5</td>
<td></td>
<td>0.7</td>
</tr>
</tbody>
</table>
different QoS requirements in addition to show its ability to provide inter and intraclass prioritization. In this case, the total arrival rate to the system is equally divided between the three QoS classes.

The following performance metrics are used:

- **Average packet delay**: average amount of time the packet spends in the queue at the base station in addition to the transmission time (delay of discarded packets is not counted).
- **Average throughput**: average number of successfully delivered bits over the lifetime of the user’s connection.
- **Percentage of channel utilization**: percentage of the number of transmitted bits to the maximum number of bits that could be transmitted depending on the channel quality conditions of the users.
- **Cell throughput**: average number of transmitted bits by the base station. It equals to the total number of transmitted bits over the number of servings (i.e., number of transmissions).
- **Service coverage**: ratio of users who achieve their required QoS with certain outage level. For VoIP and audio streaming, a user’s call is considered an outage and is therefore dropped if his packet loss (due to packet discarding, transmission errors, and/or buffer overflow) exceeds 2 percent [19], [28]. For video streaming, a user’s call is considered an outage if his achieved average throughput is less than his minimum required rate. Finally, for FTP traffic, a user’s call is considered an outage if his achieved average throughput is less than 9.6 Kbps [12].
- **Percentage of revenue loss**: percentage of revenue loss to the maximum amount of revenue that could be earned, where the maximum revenue is equal to \( R_{v_{Max}} \), as defined in Section 3, and revenue loss is calculated from (2).
- **Jain Fairness Index (JFI)**: a fairness index used to calculate fairness among users that belong to the same class (i.e., intraclass fairness). Let \( \psi_{ij} \) be the performance metric for user \( j \), where \( \psi_{ij} \) is set to the user’s average packet delay for VoIP and it is set to the user’s average throughput for video streaming and FTP, then the JFI is calculated as follows [29]:

\[
JFI = \left( \frac{\sum_{i=1}^{N_j} \psi_{ij}}{\sum_{i=1}^{N_j} (\psi_{ij})^2} \right)^2, \quad \psi_{ij} \geq 0 \quad \forall j.
\]  

where \( N_{ij} \) is the number of users of class \( i \) who request the same QoS. Note that if all users that request the same QoS get the same \( \psi_{ij} \), then JFI = 1. Lower JFI values indicate that users have high variances in their achieved QoS, which reveals unfairness in distributing the wireless resources among them according to this scheme.

4.3.1 Case 1: Single Traffic Class

In this section, we discuss the performance results of the evaluated schemes for VoIP and video streaming traffic only. The performance results of audio streaming and FTP are similar to those of VoIP and video streaming, respectively, and hence, they are omitted.

VoIP. Fig. 5 depicts the average packet delay for VoIP traffic as a function of the arrival rate to the system. The figure shows that M-LWDF achieves the best packet delay under most network loads, whereas FM-LWDF has the worst packet delay. FM-LWDF performs poorly compared to the other schemes because of its fairness measure (i.e., the equalizer term), which is in terms of throughput and not in terms of delay. Hence, more resources are given to users with bad average throughput at the expense of those users with high packet delays. FCBPS (with maximum tolerable revenue loss of \( R_{v_{Max}} \), i.e., opportunity cost is ignored) achieves reasonably low packet delays at different network loads (within 5 percent of the performance of M-LWDF). This is due to the fact that as the user’s average packet delay increases, the sharp decrease in his utility forces the scheduler to serve him, and hence improve his packet delay. The average packet delay achieved by EDN is worse than our scheme and M-LWDF because as the network load increases (i.e., arrival rate \( \geq 0.5 \)), the packet delays of users exceed the threshold in EDN, and hence users are only served based on their packet delays without exploiting their channel quality conditions. Such users require more resources to transmit, causing more packet delays to users with good channel quality conditions. The average packet delays achieved by FCBPS with three different maximum tolerable revenue losses, namely \( R_{v_{Max}} \), \( 0.5 \cdot R_{v_{Max}} \), and 0, are shown in Fig. 6. As the maximum tolerable revenue loss decreases, the average packet delay increases. This is because when the maximum tolerable revenue loss is low, only high-revenue-generating users are served by FCBPS, and hence, the packet delays of other users in the system increase causing an increase in the overall average packet delay.

FCBPS also achieves the best performance in terms of service coverage and revenue loss compared to other schemes, as shown in Figs. 7, 8, 9, and 10. The exponential decrease in our proposed utility function when a user experiences high average packet delays causes the scheduler to serve him, and hence, more users are covered by FCBPS. As can be seen, when the maximum tolerable revenue loss decreases, the revenue loss of FCBPS decreases, however, at the expense of service coverage. Therefore, using our scheme, the network operator can determine the level of revenue loss and the corresponding level of service coverage as to maximize its short and long-run revenues.
Moreover, Fig. 11 depicts the JFI of the evaluated schemes, which shows that FCBPS achieves the best fairness performance. This is due to the use of fairness measures in our proposed utility function, which allow the scheme to distribute the wireless resources fairly among users while exploiting the variations in their channel quality conditions. However, when the maximum tolerable revenue loss is decreased, the fairness of FCBPS deteriorates as shown in Fig. 12. This behavior is expected as users are selectively chosen for transmission based on the revenue they generate to the network operator.

**Video Streaming.** The average throughput for video streaming users is shown in Fig. 13. Max CIR achieves the best performance since it schedules the users based on their best channel quality conditions. FCBPS (with maximum tolerable revenue loss of \( R_{\text{Max}} \)) outperforms PF. FFT, on the other hand, has the lowest average throughput because of the equalizer term in FFT, which forces it to achieve long-term fairness at the expense of exploiting the channel quality conditions of different users. In addition, the average throughputs of users increase as the maximum tolerable revenue loss is decreased in FCBPS, as shown in Fig. 14. This is because high-revenue-generating users (from the network operator’s perspective) are those with good channel quality conditions since more bits could be transmitted in this case. Therefore, as the maximum tolerable revenue loss is
decreased, the performance of FCBPS approaches that of Max CIR. Fig. 15 depicts the percentage of channel utilization. FCBPS achieves good utilization levels compared to PF and FFT. Max CIR, however, achieves the best channel utilization (100 percent under all arrival rates) because it serves only the users with the best channel quality conditions, and hence, the channel is fully utilized.

The good channel utilization levels of FCBPS result in good cell throughputs compared to PF and FFT, as shown in Fig. 16. FCBPS also achieves good levels of service coverage compared to PF and Max CIR, as shown in Fig. 17. The best service coverage, nevertheless, is achieved by FFT, as expected due to the equalizer term. This happens, however, at the expense of low channel utilization and low cell throughput as mentioned earlier. Fig. 18 shows the percentage of service coverage of FCBPS for different revenue losses. It can be seen that as the maximum tolerable revenue loss decreases, the service coverage decreases until it reaches that of Max CIR. This confirms our argument that with low maximum tolerable revenue loss, users with good channel quality conditions are favored for transmission over those with bad channel quality conditions since more bits can be transmitted, and hence, greater revenues can be earned. Therefore, packet scheduling schemes that better exploit the channel quality conditions of users result in lowest revenue losses as confirmed in Fig. 19. This, however, comes at the expense of fairness as is clearly shown in Fig. 20.
4.3.2 Case 2: Multiplexed Traffic

In this section, we discuss the performance results of our scheme with maximum tolerable revenue loss of \( R_{\text{vMax}} \) under a multiplexed traffic case in order to show its effectiveness in supporting multiple traffic types simultaneously. Figs. 21 and 22 show the average packet delay for VoIP and audio streaming users, respectively. In general, both types of users achieve acceptable average packet delays under different network loads. It should be noted that the VoIP traffic outperforms audio streaming since the latter has lower priority. Moreover, the performance results of VoIP traffic are better than the single traffic case since the total arrival rate in multiplexed traffic is equally divided between the three classes of traffic, and hence, there are fewer VoIP users in this case than the single traffic case (the arrival rate for class 2 is also equally divided between audio and video traffic).

Figs. 23 and 24 depict the average user throughput for video streaming and FTP users, respectively. The figures show that video streaming users achieve higher average throughputs because they have higher priority than FTP users. The percentage of service coverage is shown in Fig. 25. In general, our scheduler achieves acceptable service coverage for different types of traffic at different network loads, where traffic of higher priorities receives higher coverage. Fig. 26 shows the JIF for each traffic type. The JIF of lower priority traffic (i.e., video streaming and
FTP) is less than that of higher priority traffic (i.e., VoIP and video streaming). This is because lower priority traffic is assigned fewer time frames than higher priority traffic, hence, not allowing enough time for our defined fairness measures to make an impact.

These results confirm that using our proposed scheme, the network operator can simultaneously support different types of applications with different QoS requirements, prioritize different types of traffic within the same class (i.e., audio and video streaming), prioritize different classes of traffic, and bound the revenue loss of serving users, hence determining the appropriate level of fairness in the system.

5 CONCLUSIONS

The emergence of High-Speed Downlink Packet Access System (HSDPA) and 802.16 broadband wireless access system (WiMAX) will enhance the support of existing applications and will enable the development of a wide range of heterogeneous “content rich” multimedia applications that have different QoS requirements. However, to accommodate as many users as possible while maintaining the quality of their service, these systems require very robust QoS provisioning techniques. A key component of QoS provisioning is packet scheduling. Packet scheduling will play a very important role in broadband wireless access systems since these systems are characterized by high-speed downlink-shared channels to support the increasing number of mobile data users. In this paper, we propose a novel fair class-based downlink packet scheduling scheme for broadband wireless access systems. The proposed scheduling scheme utilizes utility and opportunity cost functions to simultaneously satisfy the QoS requirements of users and minimize the revenue loss of network operators. Unlike existing schemes, the proposed scheduling scheme is designed to support multiple QoS classes, where users within the same QoS class can have different QoS requirements. To demonstrate its effectiveness, the proposed scheme is evaluated with three different types of traffic with different QoS requirements, namely, best-effort traffic, traffic with data rate requirements, and traffic with delay requirements. Simulation results show that the proposed scheme can enhance the performance of the wireless system by satisfying the QoS of users, bounding the revenue loss of serving them, and ensuring fairness among them. The scheme, however, is optimized in time domain only. Therefore, to further enhance its performance, we are currently working on optimizing the scheduling decisions in code/frequency domains as well. In addition, we are currently working on extending our scheme to support class level as well as call-level QoS provisioning in order to provide long-term in addition to short-term users’ satisfactions.
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