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Abstract—Driver behavior profiling has been gaining increased attention due to its relevance in many applications. For instance, car insurance telematics and fleet management entities have been recently using smartphones’ embedded sensors, On-Board Diagnostics II (OBDII) units and other on-board IoT devices to collect data on vehicles’ behavior and evaluate the risk profile of drivers. In this context, this paper presents a robust data-driven framework for calculating drivers’ risk profile measured in terms of the additive inverse of the predicted risk probability. The Strategic Highway Research Program 2 (SHRP2) naturalistic driving study (NDS) dataset, which is the largest dataset of its kind to date, is utilized to build the risk prediction models. Crash and near-crash events are used to quantify riskiness whereas balanced baseline driving events (i.e., events captured during normal day to day driving episodes) are used to reflect total exposure or driving time per driver. Thirteen mutually exclusive behavioral risk predictors are identified, and the feature matrix is formulated. A sensitivity analysis is then performed to find the best number of balanced baseline events below which drivers are filtered out. Different machine learning models are selected, customized, and compared to achieve best risk prediction performance. Finally, the utilization of the proposed prediction model within an envisioned driver profiling cloud-based framework is briefly discussed.

Index Terms—Internet of intelligent vehicles (IoIV), driving behavior profiling, data-driven applications, intelligent transportation systems (ITS), prediction models, vehicle-to-cloud (V2C) applications.

I. INTRODUCTION

The Internet of Things (IoT) is gaining increasing relevance in many applications due the recent advancements in communications, identification and sensing technology [1], [2]. IoT enables objects to sense and communicate information in real-time which facilitates information exchange, analysis and decision making [3]. According to Gartner report in [4], it is expected that 20 billion IoT devices will be connected by 2020. This new wave of technology has gained its significance in a wide range of applications such as in smart homes [5], [6], connected wearables [7], and intelligent transportation systems’ (ITS) applications [8] including driver risk profiling, which is the focus of this paper.

According to the World Health Organization (WHO) global status report in road safety, it is anticipated that road crashes will be the seventh leading cause of death in 2030 unless serious actions are taken [9]. Recently, researchers have been utilizing the Internet of Intelligent Vehicles (IoIV) technology, with attention on ensuring safe driving [10]. IoIV technology refers to the dynamic mobile communication between vehicles (V2V), vehicles and road infrastructures (V2I), vehicles and humans (V2H) or vehicles and cloud (V2C) with the primary objective of minimizing driving risk and ensuring a better driving experience.

Driver risk profiling is an emerging V2C driving application which has particular significance in the fleet management and car insurance telematics domains [11]. In fleet management, fleet administrators are keen on tracking the behavior of their drivers to ensure the safety of their fleets and the roads. Likewise, car companies are adopting a new insurance paradigm called pay-how-you-drive (PHYD) in which insurance premiums are adapted according to the real-time behavior of drivers. In both domains, data that reflect a subject vehicle’s (xv) behavior is collected using smartphones’ embedded sensors and/or On-Board Diagnostics II (OBDII) units, and is then sent to the cloud for analysis. In the cloud, different figures of merit (FOMs) are typically calculated for each trip using collected data and a driver’s risk score is provided accordingly.

Modeling the actual risk score based on the detected FOMs is viewed by many as an intricate problem. The reason is that the process of designing efficient scoring models necessitates the existence of enough and reliable data, which is not always available. Consequently, different insurance companies have been adopting several scoring models that assign different weights to each FOM [12]. Although several insurers are viewing the number of harsh braking events as the best risk predictor, there is no common agreement about the statistical significance of such measure.

Among the different data collection approaches, naturalistic driving studies (NDSs) have recently prevailed [13]–[15]. NDSs provide researchers with the opportunity to study the...
behavior of drivers, explore the different driving patterns, and provide data-driven approaches for calculating the risk associated with several driving behaviors [16]. For instance, the Strategic Highway Research Program 2 (SHRP2) NDS dataset offers an unprecedented amount of driving context data for almost 9,000 recorded crash and near-crash events and more than 20,000 balanced base-line events (i.e., normal driving events proportional to the total driving per driver) for more than 3,000 drivers [17]. The collected data gives not only the opportunity to study the prevalence of behavioral factors during risky events but also their prevalence through normal driving episodes, which enables the conduction of statistically sound studies. This dataset is considered by far the largest of its kind. Consequently, the efficient utilization of such dataset can lead to a formulation of more robust driving risk models and can provide more insights into the significance of each risk predictor.

This paper presents a novel robust data-driven framework for evaluating drivers’ risk scores and the incorporation of this framework in a cloud-based driver profiling system.

The main contributions of our paper can be summarized as follows:

1) We provide a practical, robust data-driven framework for calculating drivers’ risk profiles (i.e., aggregated risk scores) as a function of the predicted risk probability of their behavioral patterns. This is achieved by the utilization of the behavioral context information during base-line, crash and near-crash events of SHRP2 dataset.

2) A comparative study between selected and customized machine learning algorithms is performed to determine the best performing algorithm for the risk prediction problem. Algorithms are compared in terms of their average performance and their performance consistency through various testing samples.

The remainder of this paper is organized as follows. In section II, a background review and the related work are provided. Section III presents the proposed risk profiling framework. Also, the mathematical formulation of the risk prediction problem is introduced. In section IV, the adopted data filtering and pre-processing processes are discussed. In section V, machine learning algorithms that are utilized to predict riskiness are presented. The selection process of these algorithms and the customization of their hyper-parameters for the presented risk prediction problem is motivated. In section VI, performance assessment metrics that are employed to measure the performance of the utilized models are discussed. Results and discussion are then presented in section VII. An envisioned cloud-based profiling system based on the developed risk prediction model is highlighted in section VIII and conclusions are finally presented in section IX.

II. BACKGROUND AND RELATED WORK

A. Driving Behavior Profiling

Driver profiling is based on acquiring continuous information about the behavior of an on-board driver through the use of unobtrusive devices such as OBDII units and/or smartphones [18]. This data is then processed and classified into driving behaviors which are inputted, along with other FOMs such as trip duration, to a scoring function as shown in Figure 1. A scoring function is a model that can take different forms and assigns weights to the FOMs according to their risk impact [12]. Conventionally, there are four driving behavioral FOMs that are utilized as risk quantification measures (i.e., risk predictors) to calculate a risk score for a certain driver [11], [12]. These FOMs are:

1) **Braking:** number of harsh braking events.
2) **Speeding (relative or absolute):** number of excessive speeding events whether more than the speed limit or relatively higher than surrounding vehicles.
3) **Cornering:** number of events when turning at a higher than posted speed.
4) **Acceleration:** number of hard acceleration events.

Several industrial products and research frameworks have been implemented and proposed. For instance, car insurance companies have developed different smartphone applications that are compatible with iOS and Android operating systems and are capable of detecting and evaluating the behavior of drivers by utilizing smartphones’ sensors such as: accelerometers, magnetometers and GPSs. Examples include TDMyAdvantage, Aviva RateMyDrive and StateFarm DriverFeedback applications [19]. The aggregated scores over many trips are used to adjust the drivers’ insurance premiums.

Research in this field has taken two main directions:

1) Driver behavior detection and classification. This includes the detection of certain events such as: aggressive acceleration, aggressive lane change, etc. [20]–[24].
2) The development of risk prediction and scoring functions that accurately reflect risk rate given the detected behaviors [25], [26].

While the former contains many contributions: proposals and frameworks, the latter has very few. Indeed, the choice of scoring functions has been very subjective due to the absence of a frame of reference which is due to the lack of large-scale and reliable datasets.

Large-scale driving datasets are necessary to develop a reliable data-driven risk prediction model that can infer the statistical dependence between detected behaviors and the expected driving risk (e.g., crash and near-crash probability). Such a model is crucial to provide drivers with fair risk scores based on the risk potential of their different behavioral patterns. The Developed scoring function can be used within a smartphone application or in a cloud server after the detection/classification of driving behaviors during a specific driving trip.

Driver behavior detection has been extensively studied in the literature. Authors in [27] evaluated the performance of
four machine learning algorithms in detecting seven different driving maneuvers. Authors concluded that Random Forests algorithm is superior over other algorithms in the detection of such events. In [28] the authors proposed “DriveSafe” iPhone application that is capable of detecting drowsy and distracted driving behaviors by utilizing the iPhone’s built-in rear-camera, microphone, inertial sensors, and GPS. Authors in [29] utilized DriveSafe application to provide a large-scale naturalistic driving (ND) dataset (UAH-DriveSet) in two road types (i.e., highways and secondary roads). With 500 minutes of publicly available ND data, UAH-DriveSet is expected to facilitate the research in the field of driving behavior detection/classification. In [23], authors proposed an HMM-based model to detect abrupt and normal driving maneuvers in both longitudinal and lateral directions. Events were detected using smartphones and authors claimed to have a classification accuracy of $\sim 95\%$. Authors in [18] proposed an application called MobiDriveScore that acquires data from a smartphone and a vehicle’s network (i.e., CAN-bus) to detect risky events. A smartphone application called CarSafe was proposed in [30] to detect dangerous behaviors. Authors utilized smartphones’ dual cameras to detect a number of dangerous events. The smartphone was mounted on the dash of the car. They used the front camera to detect drowsiness and distraction whereas the rear camera was utilized to detect tailgating and unintentional lane changing. A fuzzy logic based smartphone application was proposed in [25]. A complete driving behavior detection and scoring system was proposed and discussed and four unique driving events were detected with high accuracy by fusing smartphone’s accelerometer, gravity, magnetic, and GPS data. Moreover, authors used two different smartphones with different sampling rates and resolutions and compared their detection performances which were found to be consistent. Similar work was presented in [31] in which authors used accelerometer, gyroscope, and magnetometer sensors of a smartphone to detect sharp turning, aggressive acceleration and abrupt lane changing, and sudden braking. To compensate for the varying time of events, a dynamic time wrapping (DTW) algorithm was implemented and maneuvers were then classified according to their risk level using a binary Bayesian classifier. Other proposals such in [32] aimed to predict the driving behavior at signed intersections using HMM-based model. More recently, authors in [20] proposed five HMM-based models that are capable of classifying the behavior of the driver by taking into account the behavior of surrounding vehicles. Models were trained and tested using the 100-CAR dataset.

Despite the research efforts mentioned above in event detection and driver behavior classification field, contributions in formulating reliable scoring functions are still very primitive [25], which motivated the formulation of reliable data-driven scoring models presented in this work.

B. SHRP2 NDS Dataset

Human error contributes to approximately 90% of crashes [33]. In order to examine the influence of different driving behaviors on the crash rate, different approaches have been proposed including the ND data collection approach [13]. ND data collection methodology provides three important advantages over other data collection methods [14]:

1) Detailed information about the behavior of a driver prior to a crash or near-crash events.
2) Exposure data, which provides vital information about the frequency of occurrence of different driving behaviors during normal driving episodes.
3) The amount and reliability of collected data paves the way for conducting statistically sound studies.

The Virginia Tech Transportation Institute (VTTI) has been pioneering this approach since the beginning of this century with two large-scale data collection projects, the 100-CAR NDS and more recently the SHRP2 NDS. In SHRP2 NDS, 3542 drivers were recruited in six different sites in the United States, and their vehicles were equipped with unobtrusive data acquisition systems (DASs) containing mainly forward radar sensors, video cameras, OBD units to acquire the vehicle’s CAN bus information, and global positioning systems (GPSs). Participants were then asked to use their vehicles in their normal day to day driving routine. Data was continuously recorded which resulted in more than 35 million miles of driving data. This is, by far, the largest amount of naturalistic driving data ever recorded to date [14].

Data reductionists were then able to extract almost 9,000 risky events which are comprised of crash and near-crash events. Moreover, normal driving events where randomly chosen for each driver to offer exposure information. These episodes are called balanced baseline events as their number is balanced with the total driving time of a driver. The operational definitions for each type of these events can be found in [34] and are briefly as follows:

1) Crash: any contact made with an object (alive or inanimate) either moving, or fixed, by the vehicle driven by sv driver. This also includes inadvertent departures of the roadway if contact is made.
2) Near crash: any driving maneuver(s) performed by the sv driver that will avoid their vehicle from being involved in a crash.
3) Balanced baseline events: epochs of data selected to provide exposure information. They are 21 seconds long and their number is proportional to the total driving time for each driver.

In this work, we utilized the information of 1836 crashes of all severity levels which represent $\sim 6\%$ of the overall number of events, 6881 near-crash events which constitute $\sim 24\%$ of the overall number of events, and 20179 baseline events which represent $\sim 70\%$ of the overall number of events. The number of baseline events reflect the total driving time of drivers over the period of SHRP2 study. Baseline events were used in this work to provide a “snapshot” of the behavioral patterns of drivers on the long-term. The detailed selection criteria of the number of baseline events per driver can be found in [34]. The dominant driving behaviors prior to crash/near-crash events or during baseline events were extracted and recorded from the collected SHRP2 data by VTTI data reductionists.
III. PROPOSED DRIVER PROFILING FRAMEWORK

In this section, the mathematical formulation of the proposed driver risk profiling framework is presented. Figure 2 depicts the block diagram of the adopted offline data filtering, pre-processing, and risk prediction model selection processes. The figure shows the logical sequence of processes applied on the SHRP2 raw data towards a robust risk prediction for different behavioral patterns. Data filtering and pre-processing process consists of merging the raw SHRP2 contextual driving behaviors to increase their importances, feature and output engineering, and filtering out unrepresentative data, whereas the risk prediction model selection phase is composed of the training, testing, and selection of the risk prediction models. Figure 3 shows the online risk profiling process which is composed of the online risk prediction, driver scoring and profiling. The specifics of the system’s individual components are explained in sections IV and V.

In the proposed framework, the long-term predicted risk of different behavioral patterns are used to reflect the short-term per trip risk scores. To predict the long-term driving risk, each driver is represented by a feature vector denoted by “$F_{ID}$” which is expressed as:

$$F_{ID} = \begin{bmatrix} B_1(\%) & \ldots & B_M(\%) & T_{total} \end{bmatrix}$$  

(1)

where the vector entries “$B_i(\%)$” represent the frequency of occurrence of each identified behavior with respect to other behaviors and $T_{total}$ is a categorical variable that reflects the total exposure (driving) time for a driver represented here in terms of the total number of base-line driving events. In this work, thirteen mutually exclusive driving behaviors have been identified as risk predictors as will be detailed in the following section. The identified behaviors are depicted in table I with a brief description of each. The risk prediction is formulated as both a classification and a regression problem as will be discussed in the following section. The risk prediction is initially defined as the process:

$$F : F_{ID} \rightarrow P(Risk|F_{ID})$$  

(2)

where $P(Risk|F_{ID})$ is the probability of driver ID being involved in a risky event given his/her feature vector $F_{ID}$. $P(Risk|F_{ID})$ is governed by the summation of the crash (C) and near-crash (NC) conditional probabilities as shown in equation 3:

$$P(Risk|F_{ID}) = P(C|F_{ID}) + P(NC|F_{ID})$$  

(3)

These conditional probabilities are expressed herein in terms of crash, near-crash, and captured baseline events for each driver as follows:

$$P(C|F_{ID}) = \frac{NC_{ID}}{NT_{ID}}$$  

(4)

$$P(NC|F_{ID}) = \frac{NNC_{ID}}{NT_{ID}}$$  

(5)

where $NC_{ID}$ and $NNC_{ID}$ are respectively the numbers of recorded crash and near crash events for driver ID, and $NT_{ID}$ represents the total number of recorded events for driver ID. A driver’s score is then computed in terms of the additive inverse of $P(Risk|F_{ID})$ as shown in equation 6.

$$Score_{ID} = 1 - P(Risk|F_{ID})$$  

(6)

Practically, scores are calculated for each trip. In this context, a one-to-one mapping between the categorical variable $T_{total}$ and the trip time should be performed. A risk profile for

---

**Fig. 2.** Block diagram of the adopted data filtering and pre-processing on SHRP2 raw data.

**Fig. 3.** Block diagram of the proposed driver’s risk profiling system.
TABLE I
SUMMARY OF DRIVING BEHAVIORS

<table>
<thead>
<tr>
<th>Behavior index</th>
<th>Behavior</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Excessive speeding</td>
<td>Exceeding safe speed/speed limit</td>
</tr>
<tr>
<td>2</td>
<td>Inexperience or unfamiliarity</td>
<td>Apparent general inexperience driving, unfamiliarity with a vehicle or a roadway</td>
</tr>
<tr>
<td>3</td>
<td>Avoiding an object</td>
<td>Avoiding a vehicle, pedestrian, or an object</td>
</tr>
<tr>
<td>4</td>
<td>Sudden braking</td>
<td>Sudden or improper stopping on a roadway</td>
</tr>
<tr>
<td>5</td>
<td>Right-of-way error</td>
<td>Right-of-way error due to decision or recognition failures, or an unknown cause</td>
</tr>
<tr>
<td>6</td>
<td>Driving slow</td>
<td>Driving slowly in relation to other traffic or below speed limit</td>
</tr>
<tr>
<td>7</td>
<td>Improper reversing</td>
<td>Improper backing up due to inattentiveness or other causes</td>
</tr>
<tr>
<td>8</td>
<td>Illegal or unsafe lane change or turn</td>
<td>Any improper or illegal lane change or turn</td>
</tr>
<tr>
<td>9</td>
<td>Aggressive driving</td>
<td>Such as aggressive acceleration or aggressive lane changing</td>
</tr>
<tr>
<td>10</td>
<td>Signal or sign violation</td>
<td>Violation action at traffic signs or signals</td>
</tr>
<tr>
<td>11</td>
<td>Safe</td>
<td>No evidence/presence of risky behavior</td>
</tr>
<tr>
<td>12</td>
<td>Fatigue</td>
<td>Drowsiness, sleepiness, and fatigue</td>
</tr>
<tr>
<td>13</td>
<td>Negligence</td>
<td>Includes improper or failure to signal, and driving past dusk without lights</td>
</tr>
</tbody>
</table>

Event \( P(B_i \cap B_j)_k = 0 \), where \( P(B_i \cap B_j)_k \) is the probability of the simultaneous occurrence of behaviors \( B_i \) and \( B_j \) at event \( k \).

2) Behaviors that can be classed under the same category are combined to increase features’ importance. Merging behaviors was an iterative process that included a compromise between reducing the models’ over-fitting and avoiding the too broad generalization of behaviors resulting from merging too many behaviors in one “general” behavioral category. We initially attributed the over-fitting problem to there being a relatively small number of samples in some of the original behavior categories. Following our behavior merging process, which significantly enhanced the over-fitting performance, such behaviors - due to their rarity in the dataset - were proven to be a cause for over-fitting. At each behavior merging iteration, the classification/regression model is tested for over-fitting by comparing the model’s train and test performances. As long as the model’s performance is improving, additional behaviors with lower number of samples are merged with their corresponding “more general” behavioral categories. The “general” behavioral categories are chosen as to avoid overlap between them and to avoid the broader generalization that makes such behavioral classifications meaningless (e.g., good/bad behaviors). For instance, excessive speeding behavior is clearly distinct from sudden braking, slow driving, improper reversing, etc. An example of merged behaviors is the merging of: “Driving slowly: below speed limit” and “Driving slowly in relation to other traffic: not below speed limit” behaviors under the general behavioral category of “Driving slow”. By following the same procedure for other behaviors, a total of 13 behavioral categories are identified.

IV. DATA FILTERING AND PRE-PROCESSING
A. Feature Engineering

As mentioned earlier, thirteen driving behaviors are identified and utilized to extract drivers’ feature vectors \( F_{ID} \) to train and validate the proposed risk prediction models. Based on the adopted selection criteria, the selected behaviors are comprehensive and mutually exclusive in nature. They are chosen according to the following procedure:

1) In the SHRP2 dataset, driving behaviors are classified into 54 unique behaviors, spanning all possible driving behaviors. In the dataset, the three most identifiable behaviors inside the event time frame are recorded. For simplicity, only the most dominant behavior is chosen, which makes behaviors mutually exclusive for a given event \( P(B_i \cap B_j)_k = 0 \), where \( P(B_i \cap B_j)_k \) is the probability of the simultaneous occurrence of behaviors \( B_i \) and \( B_j \) at event \( k \).

\[
R_{PID} = \sum_{j=I_1}^{J_1} \alpha_j \times Score_{ID}(j) \quad (7)
\]

where

\[
\sum_{j=I_1}^{J_1} \alpha_j = 1 \quad (8)
\]

\( \alpha_j \) is the weight associated with the \( j_{th} \) trip of the last \( K \) trips and can take a shape of an exponentially moving average function to give more weight for recent trips as being depicted in Figure 4.
The initially formulated features are further processed to enhance the performance of the models. Third order polynomial non-linear terms of the original features were added to increase models’ flexibility. Moreover, to capture the interactions between the initially formulated features (i.e., the joint effect of features on risk), features’ third order interaction terms were generated. Considering only three original features \( f_1, f_2, f_3 \), their third order transformation is equivalent to \((1, f_1, f_2, f_3, f_1^2, f_1f_2, f_1f_3, ..., f_1f_2f_3)\). With the large number of transformed features (i.e., 680), a feature extraction process was needed to reduce the feature space dimensionality. Such a process was crucial to enhance models’ over-fitting performance and to minimize their training/testing processing time. For these reasons, Principal Component Analysis (PCA) technique was applied. As a result, the set of features was significantly reduced to a new set of features (often called principal components) that were still able to represent most of the variability in the data.

**B. Data Filtering**

Feature engineering process was followed by data filtering. The purpose of the filtering process was to remove cases (i.e., drivers) which did not have enough data to represent their behavioral patterns (i.e., insufficient number of baseline events). Such cases contributed in the models’ irreducible error which is caused because of the limitation in the dataset. A sensitivity analysis was applied to find the minimum number of events \( E_{\text{best}} \) a driver should have without being filtered out from the dataset. Threshold values, which represent different numbers of captured events for each driver, in the interval \([4, 10]\) were experimented and models’ performances quantified in terms of Mean Square Error (MSE) were recorded for each threshold value. The trade-off was to find the best models’ performance in terms of their MSE without losing too much data which can decrease a model’s reliability. Having a marginal MSE enhancement in the proposed models’ performance with a threshold value greater than 6, an \( E_{\text{best}} = 6 \) was adopted as a filtering criteria. Figure 5 depicts the histogram distribution for the number of captured events for all drivers contributed in the SHRP2 project.

After the filtering process, 29% of the cases were excluded. Despite the large number of filtered cases, there were still enough cases (i.e., 2007 cases) for the models’ to be trained on and to be able to generalize with a high level of accuracy on test cases as shown in section VII. In real life applications, the rate at which behaviors are detected is supposed to be high enough to represent the behavioral patterns of all drivers. Detected behaviors during a certain trip will be augmented in the risk scoring function and drivers will be profiled according to the expected risk of their behavioral pattern.

Filtered data are highly skewed to the left as can be deduced from figure 5. In section V, different machine learning algorithms are investigated and compared to obtain the best modeling performance for such skewed data.

**C. Feature Scaling**

Classification bounds for machine learning algorithms such as SVM and KNN are obtained by calculating the Euclidean distance between feature vectors. These algorithms will not work efficiently without feature normalization [35]. This is because if one of the features has a broader range of values than the others, the aforementioned algorithms will be biased to this specific feature since the minimum distance will be governed by that feature. As a result, it is always a good practice to have the same range of values for all features. In this work, feature normalization was applied to the SVM, KNN, ELM, and ANN based models. The following normalization equation was adopted:

\[
\hat{X} = \frac{X - \mu_s}{\sigma_s}
\]

where \( X \) is the raw feature vector, \( \hat{X} \) is the normalized feature vector, \( \mu_s \) is the mean of \( X \), and \( \sigma_s \) is the standard of deviation of \( X \).

**D. Dependent Variable (Output) Selection**

In this work, the risk prediction problem is formulated using two different approaches. Initially it is formulated as a binary classification problem according to the following expression:

\[
\text{Outcome}_{ID} = \begin{cases} 
1, & \text{if } P(\text{Risk}|F_{ID}^{th}) > p_{th} \\
0, & \text{otherwise}
\end{cases}
\]

where \( p_{th} \) is a threshold risk probability above which the driver is considered risky. The value of \( p_{th} \) can vary according to the driving risk tolerance. In this work, a value \( p_{th} = 0 \) is adopted.

The problem is then formulated as a regression problem where \( \text{Outcome}_{ID} \) takes the soft values of \( P(\text{Risk}|F_{ID}^{th}) \):

\[
\text{Outcome}_{ID} = P(\text{Risk}|F_{ID}^{th})
\]

Each of these two risk prediction representations is important according to the domain in which driver profiling is applied. For instance, in the fleet management domain where drivers are warned if their behavior entails risky maneuvers, the binary classification would be more sensible. On the other hand, for insurance applications the adoption of the classification scenario may cause the loss of important information due
V. SELECTION AND CUSTOMIZATION OF ALGORITHMS

In order to tackle the risk prediction problem, a performance comparative study is performed on several selected and customized machine learning algorithms. In this section, we present the six machine learning algorithms selected and the choice of their hyper-parameters. The selection of the candidate algorithms was motivated by two main factors:

1) The non-linearity of the feature space which motivated the sole use of non-linear classifiers/regressors.
2) The inter-dependencies between the risk prediction features. Inter-dependencies are clearly present between the initial behavioral features (i.e., $B_i(\%)$) because their values are complementary to each other. This occurs because they represent the rate at which each behavior occurs and they add up to one for each driver. So the increase/decrease in one feature will be reflected in the decrease/increase in other features. To show this mathematically, a vector that shows the correlation coefficients between the first and the rest of the features is displayed below:

$$\text{Corr}_{1,j} = [1.0, -0.565, -0.481, \ldots, 0.114]$$  \hspace{1em} (13)

Note that the absolute values of the correlation coefficients is larger than zero, which reflects the inter-dependencies between features. This led us to exclude algorithms that assume features’ independency such as the Naive Bayes algorithm.

The selected algorithms and the choice of the adopted hyper-parameters are presented next.

A. K-Nearest Neighbors (KNN)

Despite its simplicity, the KNN algorithm has been successfully applied in several classification and regression based applications. The algorithm labels a new feature vector by applying a majority voting rule on the labels of its nearest neighboring samples, where neighbors are found by calculating their distances from the new feature vector. \cite{36}. Distance is calculated using different measures such as: the Chebyshev distance ($L_1$-Norm), the Euclidean distance ($L_2$-Norm), and more generally the Minkowski distance ($L_p$-Norm). In the context of the proposed framework, for a feature vector $F_{1,D} \in \mathbb{R}^{M+1}$, the Minkowski distance between two feature vectors is defined as:

$$D(F_1, F_m) = \left( \sum_{i=1}^{M+1} |F_1(i) - F_m(i)|^p \right)^{\frac{1}{p}}$$  \hspace{1em} (14)

The choice of the optimal number of neighbors ($K$) as well as the Minkowski distance parameter $p$ depends on the data distribution and the feature space size. This is usually considered a heuristic optimization problem and is beyond the scope of this paper. However, for the choice of $K$, we tested odd values to avoid tied votes \cite{37}. Also, we noticed that performance does not improve for $K > 5$ and a performance degradation occurs for $K > 11$. Consequently, a $K$ value of 5 has been adopted. Concerning the other hyper-parameter $p$, large values are usually chosen if the feature space is large. Since the feature space of our problem is relatively low (only 13 features), the commonly used $L_2$-Norm distance (i.e. $p = 2$) has been used.

B. Support Vector Machines (SVM)

SVM is a very popular machine learning algorithm that has been applied in different classification and regression problems. For instance, it has been applied in bioinformatics, road anomalies and driver behavior classification, and other wide range of applications \cite{21}. The algorithm is based on the margin-maximization principle detailed in \cite{38}. In order to achieve the best classification performance, different hyper-parameters need to be optimized. Grid search technique is adopted in this work to find the best combination of hyper-parameters. Grid search technique performs an exhaustive search over a grid of hyper-parameter values to find the best set of hyper-parameters. It is often used when limited number of hyper-parameters with limited search spaces need to be optimized. The results presented in table II represent the effort of three rounds of grid-search tuning where the search space for each hyper-parameter is confined at each round. We used the area under the Receiver Operating Characteristic (ROC) curve as a performance metric for grid search.

In this work, the optimization is performed over four hyper-parameters which are the regularization parameter $C$, the kernel function $k$, the polynomial degree $p$, and the sensitivity parameter $\gamma$. The parameter $C$ is necessary to avoid the overfitting problem. It is a regularization parameter where a small value indicates high regularization and a large value reflects low regularization. It determines which training samples are considered as outliers. The $k$ parameter specifies the type of the kernel function. The kernel function transforms the data such that data separation would be easier. The usefulness of this function depends on the distribution of the data, which is not always intuitive for data with high dimensions (multi-variable data). So, we tried three popular kernels which are linear, polynomial and Gaussian radial basis functions. $\gamma$ is a sensitivity parameter to measure the similarity between the feature vectors. For instance, if $\gamma$ is large, feature vectors will be considered similar only if the Euclidean distance between them is small. A more detailed explanation of these hyper-parameters are found in \cite{39}. Table II shows the investigated hyper-parameters and the best combination is shaded. Finally, $p$ is the order of the polynomial kernel.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>Linear</td>
</tr>
<tr>
<td>$C$</td>
<td>1</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.01</td>
</tr>
<tr>
<td>$p$</td>
<td>2</td>
</tr>
</tbody>
</table>
C. Decision Trees (DTs) and Random Forests (RFs)

Unlike KNN and SVM, DT and RF classifiers (or regressors) do not rely on the minimum distance criterion. A decision tree finds a splitting point on the best predictor’s histogram and incrementally builds a tree-structured classifier (or regressor) in a top-down fashion. Decision nodes in each level are chosen such that the entropy is minimized (or equivalently the information gain is maximized). For instance, the top-most decision node (the best predictor node) will have the highest homogeneity as it will maximize the information gain. RFs are very similar to DTs except they use a multitude on decision trees on random subsets of the data to reduce overfitting, which is a common DT problem. DTs and RFs are very intuitive and because of their trackable structure, the importance of each feature can be easily measured, which can be very insightful in many applications, see [40] for detailed information.

To achieve the best risk prediction performance, we optimize the maximum depth ($MD$) of the decision tree and the number of trees in the random forest estimator (n_estimators). Performance is also calculated in terms of the area under the ROC curve. Table III depicts the values that are used for the two hyper-parameters and the best combination is shaded. The values presented herein are the fine-tuned values of the last round of trials.

D. Deep Neural Networks (DNNs)

Using multiple sequential computational layers, Deep Neural Networks (DNNs) learn data representation through multiple levels of abstraction as depicted in figure 6. Based on the original features from the input layer, each hidden layer creates more complex features based on interactions of features from a previous layer. DNNs do not need feature engineering since features with higher levels of abstraction are naturally extracted during back propagation. Using backpropagation algorithms such as Stochastic Gradient Descent (SGD), ADAM algorithm, RMSProp, Limited memory BFGS, etc., DNNs learn how the internal parameters between every two layers represented by the matrix $W^{(i)}$ should change to minimize a chosen aggregated loss function $L(W)$, where $W = [W^{(1)}, W^{(2)}, \ldots, W^{(H)}]$ for a DNN with $H$ hidden layers.

In this work, a customized feed-forward DNN was adopted. The adopted DNN’s hyper-parameters include the rate at which the weights are updated at each iteration (learning rate $\alpha$), Momentum which helps in preventing oscillations around the cost function global minimum, the number of hidden layers, the number of hidden units per layer, the regularization parameter ($L_2$ penalty) which helps in preventing over-fitting, the number of epochs, the optimization algorithm for updating the network’s weights and the choice of the activation function. Due to the large number of hyper-parameters, Grid search was discarded as it is considered a computationally inefficient hyper-parameters’ optimization technique in such cases. So, we applied the random search technique to find the optimal set of hyper-parameters which are displayed in table IV.

E. Extreme Learning Machines (ELMs)

A special case of Artificial Neural Networks (ANNs) is the Extreme Learning Machines (ELMs). An ELM is a single layer feed-forward ANN with a random number of hidden neurons and Ordinary Linear Least Squares (OLS) algorithm applied to find the network weights’ matrix through a single optimization step. ELMs take much less training time than ANNs trained through back-propagation and can give comparable results. The only two hyper-parameters in ELMs are the number of hidden units, and the activation function. Table V shows the chosen ELM’s hyper-parameters which were found through grid search.
VI. PERFORMANCE ASSESSMENT METRICS

To quantify the quality of the algorithms presented in the previous section, different performance assessment metrics for classification and regression models have been adopted.

A. Classification Models

1) Accuracy: is one of the most often used measures for assessing the performance of machine learning algorithms. It measures the overall performance of a classifier and is expressed as:

\[ \text{Accuracy} = \frac{Tp + Tn}{Tp + Tn + Fp + Fn} \]  
(15)

where \( Tp, Tn, Fp, Fn \) are respectively referring to the number of true positive, true negative, false positive and false negative samples.

2) F1-Score: also called the harmonic mean of precession and recall. It gives an insight on the combined performances of precession and recall. It is defined as:

\[ F1 = 2 \times \frac{\text{Precession} \times \text{Recall}}{\text{Precession} + \text{Recall}} = \frac{2Tp}{2Tp + Fp + Fn} \]  
(16)

3) ROC Curves: reflect the classification performance of a binary classifier as we change a threshold on the classifier soft probability values. It is a comparison of the recall (i.e. the true positive rate) and the false positive rate as the threshold is altered. Using ROC curves, the performance of a classifier is measured mainly in terms of the area under the curve (AUC), where the better the classifier performs, the closer the AUC gets to 1.

B. Regression Models

Let \( \hat{Y} \) be a vector of \( NT \) predictions containing the predicted risk probabilities for \( NT \) drivers, and \( Y \) is the test vector that contains the true \( NT \) risk probabilities.

1) Mean-Square Error (MSE): MSE is defined as the squared sum of the averaged differences between predictions and true labels. It can be expressed as:

\[ \text{MSE} = \frac{1}{NT} \sum_{i=1}^{NT} (Y_i - \hat{Y}_i)^2 \]  
(17)

2) Mean-Absolute Error (MAE): MAE is defined in terms of the absolute deviation between true and predicted values. This is mathematically written as:

\[ \text{MAE} = \frac{1}{NT} \sum_{i=1}^{NT} |Y_i - \hat{Y}_i| \]  
(18)

3) \( R^2 \) Value: also known as the coefficient of determination is another important statistical measure for assessing the performance of prediction models. It measures how much variance in the test vector \( Y \) the model can describe. It is computed using this formula:

\[ R^2 = 1 - \frac{SS_{\text{Regression}}}{SS_{\text{Total}}} \]  
(19)

where \( SS_{\text{Regression}} \) and \( SS_{\text{Total}} \) are, respectively, the squared sum of the regression error and the squared sum of the total error. They are mathematically expressed in equations 20 and 21:

\[ SS_{\text{Regression}} = \sum_{i=1}^{NT} (Y_i - \hat{Y})^2 \]  
(20)
\[ SS_{\text{Total}} = \sum_{i=1}^{NT} (Y_i - \bar{Y})^2 \]  
(21)
Another measure of performance is the precision-recall curve. It gives useful insight on a classifier's performance for unbalanced labels. Figure 8 shows the precision-recall curves for the six algorithms. Again, the RF classifier clearly outperforms all other classifiers with an average precision of 97%.

A summary of the remaining performance assessment results using the general splitting approach is shown in Table VI. The table shows a consistency in performance superiority for RF classifier over the other five classifiers in all measures. RF achieves an accuracy of 87% and an F1-score of 0.93.

Table VII shows the results of 10-fold cross-validation for the six classifiers used in the current study. The RF classifier again outperformed the other five classifiers in terms of accuracy and F1-score. The average accuracy for RF was 90%, while the average F1-score was 0.92.

Two important observations can be made from the results. The first is the superior performance of the RF classifier over the DNN, whereas the second is the inferior performance of the SVM when compared to other classifiers. Concerning the first observation, despite the proven modelling power for DNNs, they seem to show their full potential when dealing with highly non-linear modelling problems with large number of features and a very large number of training samples (big data). A possible reason of why the RF outperformed the DNN in this classification problem may be attributed to the size of the utilized dataset (intermediate size) and the relatively small feature space since only the 14 original features were used to train the DNN. With regards to the second observation, the poor performance of SVM in comparison to other classifiers is attributed to two main reasons. The first is the imbalanced classes in our classification problem since we have more positive labels, and secondly that the performance of SVM is highly dependent on the optimization of its hyper-parameters, especially the kernel function. Although different SVMs were trained on various kernels during the hyper-parameters' optimization as mentioned in section V, they still performed poorly when compared to other algorithms. From our experience, bagging algorithms (e.g., Random Forests) almost always outperform SVM for intermediate data-sets with a relatively low number of features (e.g., the utilized dataset) unless a kernel that reflects the features' distribution is found, which is a computationally inefficient process (i.e.,
the computational complexity for training an SVM is between $O(n^2)$ and $O(n^3)$ where $n$ is the number of training samples).

C. Regression Results

1) Comparison Between Regressors: We present herein the comparison results between DNN and RF regressors as they are the best two performing algorithms in the classification context. Table VIII shows the MSE, MAE and $R^2$ performance results for DNN and RF regressors using the general splitting approach. Similar to classification results, a RF regressor seems to outperform DNN regressor in all performance measures. Most importantly, $R^2$ value for RF regressor is considerably higher with a difference gain of 25% over DNN regressor.

Table VIII

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Performance measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNN</td>
<td>0.015 0.09 0.46</td>
</tr>
<tr>
<td>RF</td>
<td>0.008 0.05 0.71</td>
</tr>
</tbody>
</table>

Figure 10 shows the MAE, MSE and $R^2$ performance results of DNN and RF regressors. Again RF regressor outperforms DNN regressor in terms of consistency over different testing samples and in terms of its average performance. Particularly, DNN regressor seems to have very inconsistent $R^2$ results with a relatively small mean when compared to RF regressor. A summary of the results is shown in Table IX.

Figure 11 depicts the prediction vs. true $P(Risk|FID)$ for a random sample of 100 driverS in the test set using RF regressor. The figure shows the ability of RF regressor to correctly predict drivers’ risk probabilities in most cases.
TABLE IX
PREDICTION PERFORMANCE RESULTS USING 10-FOLD CROSS-VALIDATION

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Average MSE</th>
<th>Average MAE</th>
<th>Average $R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNN</td>
<td>0.018</td>
<td>0.105</td>
<td>0.41</td>
</tr>
<tr>
<td>RF</td>
<td>0.009</td>
<td>0.065</td>
<td>0.69</td>
</tr>
</tbody>
</table>

Fig. 11. Predicted vs. true risk probabilities for a sample of 100 drivers using RF regressor.

TABLE X
COMPARISON BETWEEN PERFORMANCE RESULTS OF TWO RF MODELS USING CONVENTIONAL AND EXTENDED FOMS

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Performance measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>RC (Few FOMs)</td>
<td>Average MSE 0.018</td>
</tr>
<tr>
<td>RC (Extended FOMs)</td>
<td>Average MAE 0.065</td>
</tr>
<tr>
<td>RC (Extended FOMs)</td>
<td>Average $R^2$ 0.43</td>
</tr>
</tbody>
</table>

2) Conventional vs. Proposed FOMs: We compare the performance of the RF model with the proposed predictors against its performance using the conventionally used FOMs that are usually adopted in the car insurance market, which are: excessive speeding, aggressive driving, sudden or improper braking and the total exposure time.

Figure 12 depicts the performance results of two RF models, one with the utilization of the proposed predictors (FOMs) and the other with the use of only the four conventional predictors that are used by car insurance companies. The results show a considerable difference between the two, where the model with the proposed FOMs is far superior. A summary of the comparison performance results is shown in Table X.

3) Test Cases: Two test cases are presented in Tables XI and XII. Table XI shows that the relatively low percentage of safe driving (i.e., $B_{11}$) for driver 1 resulted in a high risk probability of 0.655 especially when combined with highly risky behaviors such as: illegal or unsafe lane change or turn ($B_8$), fatigue or negligence ($B_{12}$), excessive speeding ($B_1$), and aggressive driving ($B_9$). In this case, the proposed RF regressor was able to predict the risk probability with a very low MSE of 0.0021.

Table XII shows that the very high percentage of safe driving for driver 2 (i.e., 87.5%) was the dominant factor in having a low risk probability of 0.125. Similar to the first case, the MSE value here is negligible.

An important finding in the presented and many other cases is that driving risk can be accurately predicted with only few events captured with an appropriate sampling.
time (i.e., balanced base-line events denoted here as $T_{\text{total}}$). That is because given the relatively low rate at which the baseline events were taken in the SHRP2 dataset [34], the risk prediction models’ irreducible error was insignificant and a snapshot of the behavioral pattern of different drivers was enough to predict their long-term risk. Therefore, there is no need for a continuous driving data acquisition to determine the associated risk of a certain driver. This has its relevance in minimizing the consumed power of offloading driving data to the cloud server in a cloud-based profiling system and also in minimizing the computational cost for predicting driving risk.

Despite the insignificant models’ irreducible error, more accurate results are anticipated given higher baseline events’ sampling rate which should contribute to minimizing the models’ errors.

One main limitation of the proposed RF-based driving risk prediction solution is that it is difficult to interpret. In other words, the use of the RF-based algorithm limits the ability to infer the associations between the original driving behaviors and risk when compared with simpler algorithms (e.g., linear regression and decision trees). For more reflections on the associations between driving behaviors and risk, there should be a compromise between a model’s predictability and interpretability. Moreover, a risk prediction model may benefit from exploiting the spatial context of the driving behaviors using mapping techniques (e.g., GIS mapping) [41], [42]. Such mapping is expected to enhance the prediction performance and the interpretability of a model.

VIII. FUTURE WORK: CLOUD-BASED PROFILING SYSTEM

In real life profiling applications, the proposed risk profiling system can be hosted in a cloud as depicted in Figure 13. In the envisioned cloud-based profiling system, a smartphone application will serve as a hub in which real-time vehicle’s network data (i.e., through OBDII units), the radar range data, and the smartphone inertial measurements are collected and forwarded to the cloud. Inside the cloud, such real-time data are leveraged to detect/classify driving behaviors through sequence modelling. Detected behaviors are then augmented in the proposed risk scoring function at the end of each driving trip. The calculated score is utilized to update the driver’s risk profile and is sent back to the driver on a per trip basis.

A main challenge of the proposed cloud-based profiling system is the ability to maintain a reliable communication link between the vehicle of the subject driver and the cloud. Reliable communication should ensure the reception of the vehicular data, and hence the accurate classification of driving behaviors. In the case of communication disruption, a possible solution would be storing the non-received data in the subject driver’s smartphone and re-sending data when communication is re-established. All stored data should be stamped by the trip ID number and resent to the cloud where a trip score for the subject driver is recalculated.

For enhancing the statistical significance of the proposed results, more data is required. Semi-supervised methods, which use labeled and unlabeled naturalistic driving data, can be used at a little time and cost compared to supervised techniques which necessitates labeling before using the data [43].

IX. CONCLUSION

In this paper, a novel data-driven risk scoring framework for driver behavior profiling applications is proposed. Six machine learning algorithms are selected, customized and compared to achieve the best risk prediction performance. Algorithms are applied on SHRP2 NDS which is the largest NDS dataset collected to date. Results show the high performance standards these algorithms can achieve in predicting risk probability with a performance advantage of the RF-based predictor. It was shown that the RF-based predictor can accurately model skewed data in which the histogram of the number of captured events per drivers is highly skewed to the left. This has practical significance in accurately predicting drivers’ risk even for relatively short driving time. Good performance results are found consistent even with a relatively small number of
captured events. This finding is very useful in a cloud-based profiling system to lessen the amount of consumed power caused by data offloading, to reduce the computational cost for predicting driving risk and to minimize the time needed before warning risky drivers.

A comparison between two customized RF regression models, one trained with only few conventionally used predictors (FOMs) and the other trained with an extended set of proposed FOMs is established. The results show that the latter model outperforms the former in all performance measures as well as in performance stability over different sets of validation samples. Finally, given the successful results, the incorporation of the proposed system into a practical cloud-based driver profiling system is warranted. This system could be of great benefit to driver profiling companies in car insurance telematics and fleet administration domains.
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