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Abstract—The choice of OFDM-based multi-carrier access
techniques for LTE marked a fundamental and farsighted parting
from preceding 3GPP networks. With OFDMA in the downlink
and SC-FDMA in the uplink, LTE possesses a robust and
adaptive multiple access scheme that facilitates many physical
layer enhancements. Despite this flexibility, scheduling in LTE
is a challenging functionality to design, especially in the uplink.
Resource allocation in LTE is made complex, especially when
considering its target packet-based services and mobility profiles,
both current and emerging, in addition to the use of several
physical layer enhancements. In this paper, we offer a tutorial
on scheduling in LTE and its successor LTE-Advanced. We
also survey representative schemes in the literature that have
addressed the scheduling problem, and offer an evaluation
methodology to be used as a basis for comparison between
scheduling proposals in the literature.

Index Terms—3GPP, LTE, LTE-Advanced, scheduling, SC-
FDMA, carrier aggregation, coordinated multi-point transmis-
sion/reception, non-contiguous SC-FDMA, machine type com-
munication.

I. INTRODUCTION

HE INTRODUCTION of Long Term Evolution (LTE)

came with a fundamental decision to change the mul-
tiple access technology for the network from W/CDMA to
OFDM-based access. Orthogonal Frequency Division Multiple
Access (OFDMA) was chosen for the LTE’s downlink, while
an OFDM variant, the Single-Carrier FDMA (SC-FDMA)
was chosen for the uplink. Advantages of such multi-carrier
access techniques include their robust communication and
stable interference management. The techniques also facili-
tate dynamic frequency reuse techniques, e.g., soft frequency
reuse. In addition, they allow exploiting multiuser diversity
at granularities smaller than those possible in CDMA-based
networks. Another advantage of multicarrier techniques is
enhancing system throughput by mitigating the frequency-
selective randomness, that is, frequency selective fading. This
enhancement is achieved by modulating orthogonal subcar-
riers, and allows supporting different levels of user mo-
bility and withstanding different communication conditions.
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More fundamentally, multi-carrier access techniques made
viable numerous enhancements in LTE and its evolution,
LTE-Advanced. These include advanced MIMO techniques,
Carrier Aggregation (CA), Coordinated Multi-Point trans-
mission/reception (CoMP) and relaying. But while OFDM
substantially enhances physical layer capabilities, it has in-
troduced considerable challenges when it comes to designing
Radio Resource Management (RRM) functionalities such as
packet scheduling. With LTE billed mainly as a packet-
switched, IP-delivering and Quality of Service (QoS) main-
taining network, LTE scheduling plays a crucial role as it man-
ages the limited radio resources at LTE’s access level in a way
that maximizes the systems performance. Scheduling in LTE
is located at the base station, termed evolved NodeB (eNB),
and operates within LTE’s MAC layer. The functionality is re-
sponsible for allocating shared radio resources among mobile
User Equipments (UEs). The intelligence of the eNB packet
scheduler is largely associated with its prompt awareness of
network conditions such as wireless channel quality and the
QoS experienced by the diverse Internet services running
over the LTE interface. Scheduling LTE’s uplink requires
particular attention. In addition to traditional considerations for
UE limited power budget, satisfying QoS requirements, and
enhancing the throughput vs. fairness trade-off, SC-FDMAs
advantage of low power requirements is largely realized when
resource contiguity is enforced in the allocations made to a
single UE. Such unique constraint has garnered great interest
since 3GPP began deliberations on LTE in 2004, as will be
showcased later in this work. In addition, since LTE was
ratified in 2008, numerous enhancements have been intro-
duced in succeeding releases. These enhancements include
the possibility of non-contiguous allocations in SC-FDMA
(Release 9). In the releases for LTE-Advanced (Release 10
and beyond), enhancements such as CA and CoMP were
introduced. In CA, LTE nominal carriers can be aggregated
into larger clusters to achieve higher data rates. Meanwhile,
CoMP facilitates involving multiple eNBs in transmission both
to and from UEs. LTE-Advanced also bear the introduction
of certain services such as Machine Type Communications
(MTC), which will substantially impact the uplink scheduling
operation. Our interest in this work is threefold.

1) Offer a concise tutorial on scheduling in LTE and LTE-
Advanced networks.

2) Survey representative scheduling proposals in the liter-
ature.

3) Propose an evaluation methodology for uplink schedul-
ing proposals in LTE and LTE-Advanced.
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The tutorial begins with an overview of LTE, LTE-
Advanced and their enhancements in Section II. It then
describes the scheduling problem in both evolutions, where
scheduling in LTE is described in Section III and Schedul-
ing in LTE-Advanced in Section IV. In both sections, both
general challenges and challenges specific to the different
enhancements are discussed. A survey of the uplink schedulers
is then made in Section V. The objective of the evaluation
methodology proposed in Section VI is to unify evaluation ap-
proaches in conducting comparative performance evaluations
of packet schedulers proposed for LTE and LTE-Advanced
uplink transmission. While many previous proposals have been
presented analytically and through simulation for downlink
performance evaluation in downlink LTE or WiMAX, very few
proposals have addressed performance evaluation in uplink
LTE. For example, the work in [1] provides a survey for
scheduling and interference mitigation algorithms in LTE,
but does not offer any qualitative or quantitative evaluations.
Similarly, the work in [2] surveys scheduling algorithms
for generic wireless OFDMA systems (LTE’s uplink is SC-
FDMA) without evaluation. An analytical study of uplink
scheduling schemes for LTE uplink was made in [3] using
continuous-time Markov chains with states representing the
change in the number of active users. The work analyzes
only three algorithms without offering categorization, and it
evaluates only the effect of the changing number of users,
effectively limiting the applicability of the work for the
packet-based architectures of 4G wireless networks. Finally,
an evaluation is performed in [4]; it compares two proposed
algorithms with three other schedulers using a Monte-Carlo
simulation. The work does not offer categorization; rather,
it focuses on aggregate cell throughput without consideration
of a per-user throughput or for variations in the number and
traffic of users. Results for a preliminary evaluation for some
representative LTE schedulers are discussed in Section VIIL.
Finally, Section VIII concludes.

II. OVERVIEW OF LTE AND LTE-ADVANCED

This section provides an overview of certain aspects in LTE
and LTE-Advanced that pertain to the scheduling functionality,
which will be discussed in the following section. The overview
therefore spans network architecture, the air interface and
frame structure, services and QoS, Hybrid ARQ, and physical
layer enhancements in both LTE and LTE-Advanced. A brief
guide on navigating through the relevant 3GPP specifications
and standards is offered at the end of the section. Readers
interested in a more detailed exposure can kindly refer to [5].

A. Network Architecture

The introduction of LTE, also called evolved Universal
Terrestrial Radio Access (E-UTRA). (An LTE network is
called an E-UTRA Network or E-UTRAN) marked two dis-
tinct differences in 3GPP network architectures. The first
comprised placing substantial intelligence and independence
at the Radio Access Network (RAN) level, in addition to
a functional split between the data or user plane and the
control plane. To achieve these differences, a deployed LTE
or LTE-Advanced network, illustrated in Figure 1, comprises
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base stations (eNBs) that interconnect directly through an
interface called the X2 interface, while eNBs connect to
entities at LTE’s core network, called Evolved Packet Core
(EPC), like the Mobility Management Entities (MME) and
Serving Gateways (S-GW) through an S1 interface. The
direct X2 interconnection allows for substantially complex
decisions, e.g., measurements, interference management and
handover, to be executed directly at the access and without
resorting to the entities at the core. Figure 2 elaborates on
the functional split in LTE and LTE-Advanced, where the
Packet Data Network Gateway (P-GW) is also shown. The
highlighted functionalities in the eNB are ones that interact
directly with the User Equipment (UE). On the user plane,
the interaction involves the Packet Data Convergence Protocol
(PDCP), Radio Link Control (RLC), Medium Access Control
(MAC) and the physical layer (PHY), while on the control
plane it also involves the Radio Resource Control (RRC)
and the Non-Access Stratum (NAS). The MAC objectives
include mapping between logical and transport channels, mul-
tiplexing and scheduling MAC segments, relaying scheduling
information, error correction (HARQ), and priority handling.
The RLC performs correction (Automatic Repeat Control, or
ARQ); concatenation, segmentation and reassembly for RLC
segments, in addition to reordering and duplication detection.
The PDCP mainly oversees ciphering and integrity protection,
in addition to the transfer of control plane data. The RRC is
the RAN component of the control plane and is responsible
for the main control functionalities including broadcast of
system information related to both the access and non-access
planes, paging, establishing RRC connectivity between UE
and the LTE network, security, mobility management, QoS
and transfer of NAS messages. The NAS comprises all com-
munications and signaling between the UE and the network
core that are relayed by the eNBs. The UE corresponds to
the core only through the MME. The NAS performs many
tasks including bearer management; authentication; paging
and mobility management when the UE is in the idle state; and
security control. Functionalities of interest to this paper are the
RRC, the RLC, and the MAC. We will rely on the descriptions
of the PHY functionality in detailing certain aspects that
pertain to the air interface and frame structure, in addition to
certain constraints and enhancements that affect the scheduling
operation.

B. Air Interface and Frame Structure

LTE and LTE-Advanced use OFDM as the PHY modulation
method, employing OFDMA as the multiple access scheme
for the downlink, and Single Carrier-FDMA (SC-FDMA) for
the uplink. Both LTE and LTE-Advanced support TDD and
FDD duplexing modes. In FDD, different frequency bands are
utilized for the downlink and uplink transmissions, while in
TDD the downlink and uplink share the same frequency bands
but are separated in time. All transmissions are organized into
radio frames of 10 ms each, with each frame further divided
into ten equally sized subframes. In turn, a subframe is divided
into two equally sized slots of 0.5 ms. For both downlink
and uplink, and independent of the duplexing mode utilized,
the base LTE radio resource is defined as a time-frequency
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Fig. 1. Network architecture in LTE and LTE-Advanced.

resource block that spans 0.5 ms in time and 12 contiguous
OFDMA/SC-FDMA subcarriers with a total bandwidth of
180 kHz. The resource block would use either six or seven
OFDM symbols depending on whether a normal or extended
(long) Cyclic Prefix (CP) is employed. The base LTE radio
resource is also referred to as Physical Resource Block (PRB).
LTE packet scheduling executes resource allocation decisions
periodically once every 1 ms, which is defined as Transmission
Time Interval (TTI). Hence, PRBs are always allocated in pairs
that form a 180 kHz x 1 ms resource block. In the context of
this paper and for all subsequent sections, the term PRB refers
to the PRB pair just described.

C. Services and QoS

Achieving QoS for a certain application entails quantifying
its requirements in terms of parameters that identify the
target performance level. LTE’s QoS framework is designed
to provide an end-to-end QoS support. To achieve this, LTE
provides QoS based on each flow requirements. LTE classifies
flows into Guaranteed Bit Rate (GBR) and non-GBR flows.
Flows in LTE are mapped into radio bearers which are the
over-the-air connections. To accommodate end-to-end QoS,
LTE differentiates between two types of radio bearers, S1
bearers and EPS bearers. An S1 bearer is a connection between
an eNB and either the MME or the S-GW, while an EPS
bearer is a connection between the EPS and the MME or
S-GW, or the S-GW and the P-GW. There are two types
of bearers in LTE, default bearers and dedicated bearer. The
former, which is a non-GBR bearer that does not provide bit
rate guarantees, is initiated and established at the startup time
to carry all traffic. On the other hand, the latter can be either a
GBR or a non-GBR bearer. If it is a GBR bearer, the UE can
specify the guaranteed bit rate, packet delay and packet loss
error rate. Each dedicated bearer is characterized by a Traffic
Flow Template (TFT) with QoS parameters associated to it. An
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uplink TFT is used to map the UE uplink Service Data Flow
(SDF) to specific QoS parameters, with the mapping carried
out at both the eNB and the UE. Mapping for the downlink
TFT is carried out at the S-GW or the P-GW. LTE groups
bearers into classes. Each class is identified by a scalar number
called the QoS Class Identifier (QCI), which in turn identifies
a group of QoS parameters describing the packet forwarding
treatment in terms of priority, tolerated delay, and packet error
rate. Packet forwarding treatment is enforced by allocating
radio resources for bearers through scheduling. Below are the
definitions of these major quantitative parameters.

1) Throughput. Characterized through the Guaranteed Bit
Rate, Maximum Bit Rate and Aggregate Maximum Bit
Rate.

a) The Guaranteed Bit Rate (GBR). Network re-
sources allocated based on GBR are fixed and do
not change after bearer establishment or modifica-
tion. This is hence a guaranteed service data flow.

b) The Maximum Bit Rate (MBR). This parameter
limits the bit rate that can be expected to be pro-
vided to GBR bearer, and is enforced by a network
shaper to restrict the traffic to its maximum bit rate
agreement.

c) Aggregate Maximum Bit Rate (AMBR). This
parameter is used for non-GBR flows, and has two
types, (Access Point Name) APN-AMBR and UE-
AMBR. The APN-AMBR (Access Point Name-
AMBR) is a subscription parameter stored at the
Home Subscriber Server (HSS) per APN. The HSS
defines a QCI for each Packet Data Network (PDN)
(identifiable by an individual PDN identifier) and
an APN-AMBR for each Allocation and Retention
Priority (ARP). The APN-AMBR parameter refers
to the maximum bit rate that can be achieved by
all non-GBR bearers and all PDN connections of
this APN. This parameter is enforced by P-GW
in the downlink and by both UE and P-GW in
the uplink. The UE-AMBR parameter, on the other
hand, refers to the maximum bit rate allowed for
all non-GBR bearer aggregates for the respective
UE. The parameter is enforced in both downlink
and uplink.

2) Delay. Specified by the packet delay budget. LTE defines
nine categories for delay, with 50 ms being tightest and
300 ms being the slackest. The latter value is used for
delay tolerant applications.

3) Packet Loss. Defined as the Packet Error Loss Rate,
and is similar to the packet delay budget in having nine
categories with 1076 being best and 10~2 being the
worst.

4) Priority. Specified by the Allocation/Retention Priority
(ARP) parameter, which is used to indicate the priority
of both allocation and retention of the service data
flow. The ARP dictates whether a bearer establish-
ment/modification request can be accepted or rejected in
the event of conflicts in demand for network resources.
At the time of exceptional network resources limitations,
such as handover, ARP can be used by the eNB to drop
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Fig. 2. Functional split in LTE and LTE-Advanced, showing eNB and the network core connected through the S1 interface.

a flow with a lower ARP to free up capacity. ARP,
however, has no effect on the network treatment received
by the flow once it is successfully established.

Note that GBR and MBR are defined per bearer while
the AMBR parameters are defined per a group of bearers.
All throughput parameters have two components, one for
downlink and another for uplink. A default bearer is initiated
and established at the startup time to carry all traffic. The
default bearer is a non-GBR bearer, and does not provide bit
rate guarantees. If a dedicated bearer is GBR, it can specify
the guaranteed bit rate, packet delay and packet loss error
rate. Each dedicated bearer is characterized by a TFT with
QoS parameters associated to it. An uplink TFT is used to
map the UE uplink traffic to specific QoS parameters, with the
mapping carried out at both the eNB and the UE. Mapping for
the downlink TFT is carried out at the S-GW or the P-GW.
Table I gives an example of a traffic classification based on
the QoS parameters defined in the LTE QoS framework. Each
class is identified by a scalar number called the QoS Class
Identifier (QCI), which identifies a group of QoS parameters
describing the packet forwarding treatment in terms of priority,
allowable delay, and packet error rate.

D. Hybrid ARQ

LTE provides two mechanisms of error detection and cor-
rection through re-transmission namely, the HARQ mecha-
nism at the MAC layer and the ARQ at the RLC layer. The
ARQ functions less frequently than the HARQ and handles
errors not detected by the HARQ process. HARQ is designed

to be simple and fast to improve the QoS performance. This
improvement is achieved by reducing delay and increasing
the system throughput through the fast retransmission. The
feedback signal of HARQ is a one bit ACK/NACK and the
HARQ can be sent at every TTI. HARQ is a stop-and-wait
ARQ mechanism associated with the unicast transmission on
the Uplink and Downlink Shared Channels (respectively, U-
SCH and D-SCH). HARQ is not employed for broadcast
and multicast traffic. To simplify the architecture, the HARQ
functionality is terminated at the eNB, with the EPC, isolated
from the HARQ procedures. For uplink transmission on the
U-SCH, eNB decodes the transport block. If successfully
decoded, the eNB sets the ACK bit in the synchronous
feedback signal. The sender identifies the data transmission
associated with this ACK signal from the Round Trip Time
(RTT) and the timing of the feedback signal. Due to the
synchronized feedback, no explicit numbering is required to
identify the acknowledged data. Synchronous HARQ applied
for uplink transmission is based on scheduling re/transmission
of sub-frames at a predefined sequence of time instances.
Subframes may be received out of order. Synchronous HARQ
transmission is simplified by reducing the control signal
overhead and the content of the feedback signal. Additionally,
to expedite the HARQ operation, multiple HARQ processes
can be concurrently employed for the uplink transmission.

E. Enhancements in LTE and LTE-Advanced

LTE is defined in 3GPP Release 8. In Release 9, enhance-
ments were described for LTE that included allowing for non-



ABU-ALI et al.: UPLINK SCHEDULING IN LTE AND LTE-ADVANCED: TUTORIAL, SURVEY AND EVALUATION FRAMEWORK

1243

TABLE I
AN EXAMPLE OF QOS CLASSES IDENTIFIED BY THE QCI.

QCI  Resource Type Priority  Packet Delay Budget  Packet Error Loss Rate Example Services
1 GBR 2 100 ms 10—2 Conversational Voice
2 GBR 4 150 ms 10—3 Conversational Video (Live Streaming)
3 GBR 5 300 ms 106 Non Conversational Video (Buffer and playback)
4 GBR 3 50 ms 10-3 Real Time Gaming
5 Non- GBR 1 100 ms 106 I MS Signaling
6 Non- GBR 7 150 ms 103 Voice, Video, Interactive gaming
7 Non- GBR 6 300 ms 106 Video (Buffer and playback)
8 Non- GBR 8 300 ms 106 TCP Based
9 Non- GBR 9 300 ms 10-¢

contiguous allocations in SC-FDMA (called non-contiguous or
clustered SC-FDMA). LTE-Advanced, described in Release 10
and beyond, heavily relies on several technology advances to
achieve its objective performance criteria, as set by the ITU-R
open call in 2008. These advances included an expanded use
of MIMO technologies in addition to the use of CA; in- and
out-of-band small cells (Wi-Fi, femtocells); relaying; and a
form of multi-cell MIMO called CoMP for both interference
cancellation and transmission. LTE-Advanced also saw the in-
troduction of new services including Location Based Services
and Multimedia Broadcast and Multicast Services, and MTC.
Our intent in this work is to focus on enhancements that sub-
stantially affect uplink scheduling. Accordingly, considerable
attention has been given to clustered SC-FDMA , CA, CoMP
and MTC. The effect of these enhancements will be discussed
in detail in Section IV.

F. On Reading the 3GPP Standards

Descriptions provided in this work are derived from both
3GPP technical specifications and reports, in addition to
interpretations found in industrial white papers and research
papers. Understandably, navigating through 3GPPs standard
space can pose a challenge to some readers. We hope
the following may help in overcoming the challenge. LTE
and its enhancements are respectively described in Re-
lease 8 and 9, while LTE-Advanced is described in Re-
lease 10 and beyond. For the latest in any release, the
reader should consult http://www.3gpp.org/ftp/Specs/latest/.
(A more detailed review of 3GPP releases can be found
at http://www.3gpp.org/Releases) A good place to start in
all access-relevant releases is TS 36.300 [6], which offers
an overall description for both the access technology and
network. Caution should be made in identifying the TS 36.300
for a specific release, e.g., carrier aggregation is discussed in
36.300 only after Release 10. Relevant to our topic herein, the
following specifications and reports can be consulted.

o TS 36.201 describes PHY.

e TS 36.321 describes MAC.

e TS 36.322 describes RLC.

o TS 36.323 describes PDCP.

o TS 36.331 describes RRC.

An overview of enhancements to the LTE-Advanced physical
layer, including CA, CoMP, relaying and support for release-
heterogeneous deployments can be found in TR 36.814. The
enhancements are further detailed in the following technical
reports.

« TR 36.808 and TR 36.823: describe the CA operation'.

« TR 36.819: describes the physical layer aspects of CoMP.

o TR 36.912: describes, among other things, how schedul-
ing should be handled in CoMP.

Finally, MTC is discussed in TR 36.888

III. UPLINK SCHEDULING IN LTE

Scheduling for both the downlink and the uplink is part of
the MAC layer at the eNB. 3GPP clearly states that downlink
and uplink scheduling are two different entities, although it
does allow integrated schedulers. Allocation of PRBs is made
per UE and not per bearer or flow. The specific task of
assigning the scheduled RBs to bearers is made by the UE
by an uplink control function. Schedulers are engaged every
TTI or at the end of periods spanning multiple TTIs. When
a UE is scheduled over multiple TTIs further signaling may
be required to specify information such as allocation time
and allocation repetition factor. A UE requires the uplink
to send both its user plane data (over Data Radio Bearers
(DRBs)) and control plane data (over Signaling Radio Bear-
ers (SRBs)). DRBs may carry either first-time transmissions
or re-transmissions (HARQ/ARQ), while SRBs include the
following (among other control signaling):

e Scheduling Requests (SR). Used to distinguish active
users with data in their buffers from idle users. Each
user with data pending in its buffer sends a one bit SR
to the eNB informing of its need for an uplink grant to
be scheduled.

« Buffer Status Reports (BSR). Informs the eNB the
amount of data a UE needs to send. The report can be
made either per group of (aggregated) radio bearers or
per four groups.

o« Power Headroom Reports (PHR). Informs the eNB
about the available power at the UE for scheduling and
RRM.

« Sounding Reference Signal (SRS). Introduced in uplink
LTE as a wide-band reference signal, typically transmit-
ted in the last SC-FDMA symbol of a 1 ms subframe, and
is used to provide information on uplink channel quality.
User data transmission is not allowed in this block, which
results in an about 7% reduction in uplink capacity.

o Channel Quality Indicator (CQI). A measurement of
the channel quality between the UE and the eNB.

ISeveral documents describe the CA, both inter- and intra-band, and in
different bands. The reader is to consult http://www.3gpp.org/ftp/Specs/html-
info/36-series.htm to distinguish operation in different settings.
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o Demodulation Reference Signal (DMRS). Used for
channel estimation when coherent detection and demodu-
lation is needed. For the Physical Uplink Shared Channel
(PUSCH), the DMRS has the same bandwidth as the
uplink data transmission, and occupies the fourth SC-
FDMA symbol for each uplink subframe. (In comparison,
SRS has a potentially much larger transmission band-
width, and is less often transmitted than the DMRS).

Channel dependent scheduling is possible in LTE, where the
bit rate in an allocated PRB is determined by the Modulation
and Coding Scheme (MCS). There are several ways in which
the eNB can infer the channel condition. For example, CQI
information transmitted by the UE can be directly mapped
to particular MCS schemes. Alternatively, a UE can send an
SRS, which can be used in estimating channel quality over
all channels in a frame. Other methods involve the use of
DMRS and estimating the Block Error Rate (BLER) through
HARQ transmissions. Inevitably, the eNB decides upon an
MCS scheme for each UE based on the inferred channel
conditions. HARQ operation in the uplink is asynchronous,
as opposed to the synchronous HARQ employed in the down-
link. Accordingly, PRB assignments occur at predefined times
between the UE and eNB (retransmission must retransmit
after exactly 8 TTIs). If a grant is not provided for the UE
for retransmission, then a non-adaptive HARQ retransmission
would be attempted, without signaling. This entails no changes
being made at the UE to attributes such as modulation order,
code rate, and the resource allocation in the lifetime of a
HARQ process. Constraining the uplink scheduler in terms of
the total number of grants to be assigned per UE is the physical
PRB availability, the quality of the radio link, and the transmit
power budget. In order to maintain a low Peak-to-Average
Power Ratio (PAPR) in SC-FDMA, PRB assignments made
to a single UE must be contiguous. To elaborate, the transmit
power applied by any given UE is equally distributed over the
assigned PRBs. (Accordingly, a larger PRB assignments for
a UE results in a lower transmit power per resource block.)
Once the assignments have been decided, they are signaled
by the eNB to the UEs on the Physical Downlink Control
Channel (PDCCH) in the downlink frame, and which takes
1 to 3 symbols (8 to 51 bits). This naturally implies that the
capacity of the PDCCH limits the number of UEs that can be
scheduled in the uplink. The task of the uplink scheduler is
therefore to decide upon the number of PRBs, their location,
their MCS scheme, and the power with which each UE with
traffic (be it data or control) is going to transmit. There are
other operational aspects that may constrain the scheduling
operation. For example, an out-of-synch UE would not be
able to transmit. A UE employing Discontinuous Reception
(DRX) in order to save power is also hard to schedule. Once
the above is decided upon, the eNB relays this information to
the UE through a scheduling grant. In turn, the UE decides
upon which of its bearers gets served by how many PRBs
in the grant that it is given. Once a UE receives its grant, it
utilizes its uplink rate control function to assign the granted
PRBs among its radio bearers. RRC controls this function by
giving each bearer a priority and a prioritized bit rate (PBR).
The UE serves its radio bearer(s) as follows.
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1) First, all the radio bearer(s) are served in decreasing
priority up to their PBR, then

2) If there are any remaining resources in the assigned
grant, all the radio bearer(s) are served in decreasing
priority until the grant is fully utilized.

3) Any remaining (unutilized) PRBs are padded.

In the case that all PBRs are set to 0, the first step is
bypassed and the bearers are served in their strict priority
order. Meanwhile, if more than one radio bearer has the
same priority, the bearers will be served equally. Note that by
limiting a UE’s total grant, an eNB can ensure that the UE’s
AMBR is not exceeded. Finally, the eNB indicates on PDCCH
whether the uplink grant is semi-persistent or non-persistent. A
semi-persistent grant is one where the allocations may persist
in following TTIs according to a periodicity dictated by the
RRC. A non-persistent grant, on the other hand, is only made
in single SR-grant cycles.

A. Enhancements in Release 9

In Release 9, a scheduling request prohibit timer was
introduced. To elaborate on the necessity for a prohibit timer,
further details need to be explained about the triggering and
handling of a UE’s scheduling request. According to Release
8, when new data arrives at an empty UE buffer, or data of
higher priority than the data currently being served, a BSR is
triggered so that the UE would report its newly changed buffer
size. If the UE does not have sufficient uplink resources to
transmit the BSR, an SR is triggered. SRs can be either sent
on a Dedicated Scheduling Request (D-SR) channel , which
requires UE-eNB synchronization, or through contending on
the Random Access Channel (RACH) Scheduling Request
(RA-SR). If a D-SR is made, a periodic resource will be
assigned to allow in periods of either 5, 10, 20, 40 and 80
ms. If a grant is assigned by the eNB and received by the
UE while the UE is awaiting a response to SR, the SR is
considered canceled. During that time, the SR is considered
pending. Suppose a fixed SR transmission opportunity of 5 ms
in length. For an eNB to process an SR, it requires at least 4
ms. Accordingly, and with high probability, this automatically
results in a needless transmission of at least another SR as the
response to the first SR may not have been received, generating
an unnecessary load on the Physical Uplink Control Channel
(PUCCH) through which the SR signaling is carried. Release
9 therefore introduced an SR prohibit timer that prohibits the
UE from sending another SR request until a response to the
initial SR 1is received, or the timer runs out. Once the pending
SR is received, the prohibit time is disabled.

B. Design Challenges

Except for defining two types of scheduling (semi-persistent
and non-persistent), 3GPP does not specify how PRBs should
be allocated, and the design of the scheduler is hence left open
for vendor implementation. As with other systems, scheduling
can be designed to take on one or more operational objectives,
including:

« Maximizing spectral efficiency;

« Maximizing overall (aggregated) network throughput;



ABU-ALI et al.: UPLINK SCHEDULING IN LTE AND LTE-ADVANCED: TUTORIAL, SURVEY AND EVALUATION FRAMEWORK

e Minimizing inter-cell interference; or
« Upholding specific fairness bounds/measures.

IV. UPLINK SCHEDULING IN LTE-ADVANCED

LTE-Advanced (defined in Releases 10 and beyond) relied
upon several enabling technologies in order to achieve its
operational objectives, including sustained 1 Gbps at no-to-low
mobility levels, higher spectral efficiency inside the cell and
at cell edges, and reduced deployment costs. LTE-Advanced
also introduced the support of new services required to better
the mobile user experience. In this section, we discuss three
technologies that greatly impact uplink scheduling, namely,
clustered SC-FDMA, CoMP, and CA. We also discuss the
impact of a specific service which is MTC.

A. Clustered SC-FDMA

As noted above, maintaining a low PAPR in SC-FDMA
mandated that allocations be made in uplink frame in a con-
tiguous manner. This constraint considerably affects the per-
formance of SC-FDMA compared to OFDMA. LTE-Advanced
enhances the uplink multiple access by adopting Clustered SC-
FDMA, which allows clustered (i.e., noncontiguous) groups of
subcarriers to be allocated for transmission by a single UE in a
single Component Carrier (CC). This allowance enables uplink
frequency-selective scheduling while increasing the uplink
spectral efficiency. It also enables simultaneously scheduling
the PUSCH and the PUCCH together, which greatly reduces
signaling latency. The introduction of Cluster SC-FDMA,
however, introduces its own set of challenges. First, uplink
schedulers designed for LTE may not be directly usable in
LTE-Advanced. (The constraint now becomes non-contiguous
allocation in a single CC, and is limited to two clusters so
as to not adversely SC-FDMA’s PAPR advantage.) Second,
non-contiguous allocations directly result in increased PAPR,
potentially leading to transmitter linearity issues. Third, the
presence of multi-carrier signals increases opportunities for
in-channel and adjacent-channel spur (spike) generation.

B. Coordinated Multi-Point Transmission

The use of OFDM-based multi-carrier access tech-
niques makes LTE and LTE-Advanced networks inherently
interference-limited. The main objective of utilizing CoMP in
LTE-Advanced is to enhance the UE’s throughput performance
both at the cell edges and within the cell by mitigating inter-
cell interference. This mitigation is achieved by coordinating
transmissions and receptions over multiple cells, i.e., the cell
serving the UE and its neighboring cells. In Release 11, little
is noted on considerations to be made in uplink scheduling
under CoMP. However, the following elaboration is offered
on uplink CoMP reception [7]:

Coordinated multi-point reception implies coor-
dination among multiple, geographically separated
points. Uplink CoMP reception can involve joint
reception (JR) of the transmitted signal at multiple
reception points and/or coordinated scheduling (CS)
decisions among points to control interference and
improve coverage:
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« Joint Reception (JR). PUSCH transmitted by
the UE is received jointly at multiple points (all
or some of the CoMP cooperating set) at a time,
e.g., to improve the received signal quality

o Coordinated Scheduling and Beamforming
(CS/CB). user scheduling and precoding se-
lection decisions are made with coordination
among points corresponding to the CoMP coop-
erating set. Data is intended for one point only.

In the above, points mean a set of geographically co-located
transmit antennas; sectors of the same site correspond to
different points. To elaborate [8], Maximal Ratio Combining
(MRC) is used in JR at multiple destination entities called
Remote Radio Equipments (RREs). RREs can be connected
to a central eNB. Full coordinated transmission or reception
is achieved among RREs through a unified radio resource
management at the central eNB. In turn, the central BS and
the RREs are connected through the backhaul in a cell, e.g.,
optical fibers or microwave radio. Meanwhile, interference
rejection combining is used where multiple UEs transmit the
PUSCH simultaneously using the same RB. However, received
weights are generated so that the received SINR or signal
power after combining at the central eNB is maximized. The
Minimum Mean Squared Error (MMSE) or Zero Forcing (ZF)
algorithms are typically used to combine the received PUSCHs
at multiple cell sites. Cell-edge user throughput is improved
due to the increase in the received signal power. In CS/CB,
only one UE transmits the PUSCH using an RB based on
the coordinated scheduling among cells in CoMP reception.
This arrangement directly improves the throughput for cell-
edge users. As with regular scheduling, Release 11 does not
specify the manner in which scheduling under CoMP should
be approached. It does, however, elaborate on certain areas
of possible enhancements [7]. In all these possibilities, listed
below, coexistence with legacy UEs should be considered:

o The scheduler should allow for the possibility of coor-
dination between different reception points or cells for
receiving data and reference signals. (The manner in
which this feature is permitted is not specified.)

e Certain enhancements to the PUCCH, the channel over
which SRs and other control signals are sent, may be
considered such as

— Improving resource utilization efficiencys;
— Avoiding high inter-cell/point interference.

« Enhancements to the DMRS (applicable to both PUCCH

and PUSCH) and SRS design, may be considered to
— Increase capacity for the DMRS and SRS signals;
— Improve the DMRS and SRS reception.

o The main role of power control in uplink LTE is to limit
inter-cell interference while upholding minimum SINR
requirements. 3GPP defines two types of power control:
the Open-Loop fractional Power Control (OLPC), which
depends on path loss distribution and the Closed-Loop
fractional Power Control (CLPC) depends on measure-
ments. Enhancements to both types may be considered,
including for example:

— Enhancement to support selection of intended recep-
tion point(s);
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— Path-loss determination and signaling that targets
intended reception point(s).

o To ensure accurate reception of SRS at the coordinating
points, further enhancements to the power control scheme
for SRS may be considered.

o Enhancement for the uplink timing advance control to
support efficient JR CoMP operation may be considered
including possible enhancement on the Random Access
Channel (RACH) transmission.

Clarifying the last point, the eNB advances the UE transmis-
sion timing so that uplink signals can be received time-aligned
at the eNB. More specifically, in order to maintain uplink
orthogonality between UEs in a cell, any timing misalignment
should fall in the CP duration. The timing advance depends on
the signal propagation delay, which depends on the distance
between the eNB and the UE. With uplink CoMP, the UE
signal is received by several eNBs and, in general, the distance
from the UE to the eNBs is different. If the misalignment due
to the different signal propagation delays is shorter than the CP
duration, uplink orthogonality between UEs can be maintained
even when a eNB receives signals from UEs of several cells.
If the misalignment is larger than the CP duration, uplink
orthogonality will be degraded and UEs signals will interfere
with each other. This constraint imposes an upper limit on
the potential distance between cooperating eNBs. Toward
release 12, work has been initiated on what is now called
“evolved-CoMP” where further enhancements are investigated
to facilitate practical deployment. These enhancements include
improving channel-state information feedback from the UE
and broadening the practical applicability of CoMP solutions
using relaxed backhauling requirements [9].

C. Designing Uplink Schedulers for CoMP

In scheduling the uplink in LTE-Advanced under CoMP,
various operational aspects need to be taken into account.
For example, synchronization of both cooperating and co-
operatively served devices needs to be established in both
time and frequency. At the same time, the scheduler needs
to be designed to operate either under imperfect channel
knowledge, or using accurate channel information that is
obtainable given an acceptable level and delay of signaling.
A reasonably constrained backhaul infrastructure should be
assumed in designing practical schedulers. Backhaul latency
can be categorized in one of three categories [10]:

e Minimal latency (in the order of us) for eNB to RRE

links

o Low latency (< 1 ms) associated with co-located cells or

cells connected with fiber links and only limited number
of routers in between

o Typical inter-cell latency associated with X2 interfaces.
X2 based backhaul links could be a bottleneck reducing
a CoMP gain because of its low-capacity and high-latency
characteristics. Uplink HARQ is based on synchronous re-
transmissions, where a re-transmission can only be triggered
in the subframe associated with the same HARQ process as
the initial transmission [11]. The uplink re-transmission is
triggered by a negative HARQ acknowledgement (NACK) or
an uplink grant. In LTE FDD, these messages are transmitted
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4 ms before the re-transmission or 4 ms after the initial
transmission [12]. With uplink CoMP, the entire process of
cooperative uplink reception hence needs to be completed
4 ms after the uplink transmission so that the serving BS
can send a relevant HARQ feedback (or uplink grant) to the
UE. This timing requirement is very challenging, and it is
most likely not possible to be met if distant sites cooperate.
Some of the noted enhancements are already underway. For
example, to provide support of CoMP in LTE-Advanced the
PDCCH requires considerable enhancement. 3GPP Release 11
is currently working on these enhancement of the PDCCH
called enhanced PDCCH (EPDCCH), which improves the
downlink control channel by supporting increased capacity for
control signaling, additional carrier types, frequency domain
inter-cell interference cancellation and beamforming and/or
diversity [13].

D. Carrier Aggregation

Carrier Aggregation (CA), introduced in LTE-Advanced
from Release 10, involves assigning more than one CC to
the same UE in a single allocation. The feature enables
achieving higher bit rates to users, in addition to increasing
spectrum utilization. Under CA, A UE becomes associated
with a single serving cell on the event of establishing or re-
establishing an RRC connection called the primary serving cell
(PCell). Depending on the network traffic load, the UE QoS
requirements or other policy and deployment considerations,
the UE may be associated with additional serving cells, called
Secondary serving Cells (SCell), by establishing dedicated
RRC connections. The UE is allocated a set of CCs and
depending on its capability the set of CCs allocated may
be contiguous or non-contiguous. CC allocated by the PCell
are called PCC and those allocated by the SCell are called
SCC. In downlink and uplink transmission and for better
power management at the UE, the UE is typically receives
on the PCC only. The reception on the SCC is enabled by the
eNB when necessary (for example to meet QoS requirements)
through signaling [14]. In either the downlink or the uplink,
the semi-persistent scheduling defined for LTE-Advanced is
limited to PCell only. This is logical since semi-persistent
scheduling is meant for VoIP traffic, which has a low data
rate requirements, and does not require resource aggregation
over multiple CCs. Same-carrier scheduling is suitable when
the UE is capable to receive PDCCH messages for each CC.
In this case, control signaling is transmitted on the same CC
as the corresponding data, where the eNB map uplink resource
(PUSCH) and downlink resource (Physical Downlink Shared
Channel, or PDSCH) and convey this information to the UE in
a PDCCH message. In LTE-Advanced, to maintain backward
compatibility, a single CC resource information is sent in
a separate PDCCH message. Hence, a UE receives multi-
ple separate PDCCH messages include downlink or uplink
resources assignments per each scheduled CC. Cross-carrier
scheduling becomes necessary when the UE is not configured
to receive the PDCCH or not able to correctly receive the
PDCCH on some CCs. In other words, cross-scheduling
entails sending control signals to the terminal on CC and
data on other(s). A straightforward example is the scenario
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faced when scheduling in heterogeneous networks, where
interference level becomes unbearable for a subset of the CCs
more than others. Specifically, in a heterogeneous network
with, say low-power femtocells and high-power macrocells
in an overlay, intercell interference becomes inevitable if both
network levels are assigned the same carriers for operation,
and traditional mitigation schemes such as fractional fre-
quency reuse becomes ineffective. In such instances, cross-
carrier scheduling offers a solution as the PDCCH can be
transmitted over a clear carrier with tolerable (or eliminated)
intercell interference. Another example, also in the context of
heterogeneous deployment, can be in overlays employing both
wide and narrow bandwidths, i.e., an LTE/2G overlay. Under
CA, it becomes more efficient to send the PDCCH messages
over the wide bandwidth CCs for two reasons: 1) while the
narrow bandwidth CC has limited control channel resource,
it has better frequency diversity; and 2) enabling cross-carrier
scheduling simplifies the protection of the PDCCH transmis-
sion messages against the interference into only one CC. To
enable control signaling using cross-carrier scheduling, a 3-
bit Carrier Indicator Field (CIF) is included in the PDCCH
messages to identify the CC that corresponds to the resource
assignment contained in the PDCCH messages based. The
PCC is normally numbered zero, while the SCCs are assigned
a unique number. Scheduling and HARQ retransmissions are
handled independently for each CC. Scheduling under CA
proceeds as follows [15]

When CA is configured, a UE may be scheduled
over multiple serving cells simultaneously but at
most one random access procedure shall be ongoing
at any time. Cross-carrier scheduling with the CIF
allows the PDCCH of a serving cell to schedule
resources on another serving cell but with the fol-
lowing restrictions:

o Cross-carrier scheduling does not apply to PCell
i.e., PCell is always scheduled via its PDCCH;

e« When the PDCCH of an SCell is configured,
cross-carrier scheduling does not apply to this
SCell i.e., it is always scheduled via its PDCCH;

o When the PDCCH of an SCell is not configured,
cross-carrier scheduling applies and this SCell
is always scheduled via the PDCCH of one
other serving cell. A linking between uplink and
downlink allows identifying the serving cell for
which the downlink assignment or uplink grant
applies when the CIF is not present:

— downlink assignment received on PCell cor-
responds to downlink transmission on PCell;

— uplink grant received on PCell corresponds
to uplink transmission on PCell;

— downlink assignment received on SCell,
corresponds to downlink transmission on
SCell,,;

— uplink grant received on SCell,, corresponds
to uplink transmission on SCell,,. If SCell,
is not configured for uplink usage by the UE,
the grant is ignored by the UE.

1247

CA in Release 10 was limited to intra-band aggregation in
the uplink. In Release 11 [16], the support expanded to inter-
band aggregation. In addition, Release 11 describes multiple
uplink timing advances, essentially enabling the use of non-co-
located cells in CA. Finally, synchronization at the UE became
achievable through the UE first synchronizing with the PCell,
then seeking synchronization from SCells in neighboring sites.
Accordingly, the PCell eNB will request a RACH for the
synchronizing UE from the Scell after SCell activation through
the PCell’s PDCCH. 3GPP is moving toward expanding on
CA band specification in Release 12, including definitions for
new frequency bands for both intra- and inter-band aggregation
scenarios. These include [17]:
« Five new intra-band scenarios will be defined:

1) Band 1 (contiguous).
2) Band 3 (non-contiguous), carried over from Release
11.
3) Band 3 (contiguous).
4) Band 4 (non-contiguous).
5) Band 25 (non-contiguous).
« An additional eight inter-band scenarios will be defined
1) Bands 3 and 5 with two uplink carriers.
2) Bands 2 and 4.
3) Bands 3 and 26.
4) Bands 3 and 28.
5) Bands 3 and 19.
6) Bands 38 and 39.
7) Bands 23 and 29.
8) Bands 1 and 8.
Release 12 may also see the introduction of inter-site CA,
which will allow a more efficient use of the fragmented
spectrum from multiple cells in a heterogeneous setting.

E. Designing Uplink Schedulers for Carrier Aggregation

The choice to exploit CA in scheduling the uplink resources
should be made with care [18]. For one thing, the capacity
gain achieved in the uplink is less than that made in the
downlink as it is dependent on the UE’s limited power and
the capability to utilize multi-carrier transmission. In fact,
UE capabilities (intra-band CA, inter-band CA) need to be
taken into account, and a sufficient number of CA-capable
devices need to be operational before reasonable gains can
be practically observed. User location would also affect the
range of bands appropriate for the user, e.g., high-frequencies
for users near the cell center and low frequencies for users
at the cell-edge. At the same, only in scheduling a lower
number of UEs using CA can a reasonable gain be achieved. A
scheduler for CA needs to recognize that CCs resulting from
CA are not backward compatible with LTE. This also entails
somehow recognizing user capabilities prior to the scheduling
process. Meanwhile, aggregations can be either contiguous
or non-contiguous. However, an issue that emerges when
simultaneously scheduling LTE and LTE-Advanced users is
whether they should be scheduled jointly or independently.
How can fairness be achieved, whether in static or dynamic
allocations? More importantly, how can complexity be man-
aged considering number and variety of users, and number,
type, and availability of CCs? At the moment, only intra-band
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CA is supported in the uplink, which means that the different
carriers need to be part of the same frequency band, and have
similar radio characteristics, at least in terms of path loss and
shadowing. This limitation simplifies switching carriers on and
off without the use of extensive measurements, but reduces the
potential diversity. The limitation also means a simplified UE
implementation. Only a single uplink timing advance value
is supported for all CCs. Hence, the base station transceivers
for different carriers should be at the same location to avoid
different propagation delay. Consequently, the use of RREs,
distributed antennas and repeater is limited by a distance that
should be close enough to allow the signal to be received
within the CP length for correct reception by a regular UE.
Finally, a need exists in designing a new search space in
PDCCH over which scheduling information can be passed
to UEs, especially in the case of cross-carrier scheduling.
In LTE, because PDCCH is shared by all UE, each UE
monitors the control space to perform blind decoding in order
to detect whether there is control information for itself or not.
In LTE-Advanced, however, signaling in a certain PDCCH
may specify allocations in a different CC. The need for a
revised search space, however applies whether allocations are
made over single or multiple CCs.

F. Machine Type Communications

Support for MTC in 3GPP began in Release 10. This
support came in response to an increasing demand for wire-
less MTC. An inherent challenge in supporting MTC is
that LTE, like its predecessor, was originally designed to
carry communications between humans, or Human-to-Human
communications. Especially LTE, which was designed to
carry high data rates for broadband applications. Machines,
however, send and receive small amounts of data and on
varied connection generation rates. Such communication also
entail redesign of certain protocols as the resulting control-
to-data ratio increases. It also entails supporting a higher
density of connections per cell that challenge the capacity
of control channels such as PUCCH and PDCCH to relay
scheduling requests and grants and measurements information.
For example, only a maximum of 10 UE/MTC devices are
allowed in a single subframe, which render the service of
hundreds of MTC devices not feasible. Hence, simultaneous
access to these resources is the solution for this problem.
Further investigation is in progress. Furthermore, machines
vary in their capabilities, e.g., energy, processing capabilities,
transmission/reception capabilities, etc., in addition to their
QoS requirements. As well, and relevant to this tutorial. MTC
might pose a heavier demand on the uplink than on the
downlink as most machines will be involved in sensing and
measurement applications. For MTC (or Machine-to-Machine
(M2M)) and Human-to-Human (H2H) communications to
coexist, a resource allocation mechanism can either operate in
an orthogonal manner where allocations for the both types are
completely separated, or in a shared manner that maximizes al-
location efficiency but does require interference management.
Schedulers in LTE-Advanced will therefore need to manage

five distinct types of communications’:

2Relay and multihop items are beyond the scope of this work.
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¢ The eNB-to-UE link (H2H).

e The eNB-to-MTC Device link (M2M).

o The eNB-to-MTC Gateway link (M2M relay or multi-
hop).

o The MTC Gateway-to-MTC Device link (M2M relay or
multihop).

e The MTC Device-to-MTC Device link (M2M).

Beyond Release 10, 3GPP expanded MTC support for low
cost, low bandwidth devices by reducing their operating
bandwidth [19]. For example, instead of operating at 20
MHz these devices can operate at 1.4MHz. This change,
however, introduces the challenge of supporting these devices
on the same carrier as other devices, including H2H devices.
Solutions are currently deliberated to explore this possibility,
including:

« Using separate carriers. A high bandwidth carrier could
be fragmented into a set of narrower bandwidth carriers in
order to support low bandwidth device. To support this
mechanism, schedulers need to be designed to identify
the allocation of such fragmented carriers to different
classes of devices based on their capabilities. i.e., the
allocated fragmented carrier should be less than or equal
to the device capabilities. However, this method will
segregate UE onto different carriers, which may degrade
the performance of high capability devices, since the
condition of operating on contiguous subcarriers in the
uplink.

« Using a virtual carrier. PUSCH can be restricted to
assigning only a restricted subset of subcarriers to the
low bandwidth device forming a virtual carrier within the
bandwidth of the conventional uplink carrier; this virtual
carrier can be separately scheduled to low bandwidth
devices. This method will require changes to the LTE
standard by adding new logical channels and also affect
the frame structure. However, it will allow the coexistence
of the low cost devices with other LTE devices; i.e.,
network within the network.

« Using carrier aggregation. A high bandwidth Release
10 carrier can be fragmented into a set of lower band-
width CCs, each of which is Release 8 compatible. One
of these CCs could be used to support low bandwidth
UEs while the CCs could be aggregated to form a higher
bandwidth set in order to allow high peak rates to be
provided to Release 10 devices in sub-frames where there
is no MTC traffic. This scheme will allow Release 10
high performance UE to access the high bandwidth but
high performance devices from release 8 and 9 will suffer
the segregation effect of subcarriers due to the fact that
they should operate on a contiguous subcarriers

V. A SURVEY OF UPLINK SCHEDULERS
FOR LTE AND LTE-ADVANCED

In what follows, a survey of proposals for scheduling in
LTE and LTE-Advanced is offered. Needless to say, the topic
has amassed strong interest since first indications of the use
of OFDM techniques in 4G networks, rendering it difficult to
comprehensively account for all proposals. Accordingly, our
intent in the following has been to select key representative
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TABLE II
COMPARISON TABLE FOR SURVEYED PROPOSALS. (EE: ENERGY EFFICIENT; SC: STANDARD-COMPLIANT; BC: BACKWARD COMPATIBLE).

Basic or Enhanced  Allocation metric. Optimized or Heuristic QoS EE SC BC

[4] Basic Attainable channel data rate, Optimized. BE X v v
fairness.

[21]  Basic SNIR. Heuristic. BE X v v

[22] Basic Fairness. Optimized. BE X v v

[23]  Basic Throughput maximization,  Both. BE X v v
fairness, queue stability.

[24] Basic Generic. Heuristic. BE X v v

[25] Basic Fairness. Optimized. BE X v v

[26]  Basic Fairness. Optimized. BE X v v

[27] Basic Fairness. Heuristic. User data rate. X v v

[28] Basic Fairness. Heuristic. User data rate. X v v

[29] Basic Fairness. Optimized. Minimum and maximum user X v v

data rates.

[30] Basic Fairness. Optimized. User data rate, delay. X v v

[31] Basic Attainable channel data rate. Heuristic. User data rate. X v v

[32] Basic Fairness, SINR. Both. User data rate. X v v

[33] Basic Fairness. Optimized. User data rate, delay. X v v

[34] Basic Transmission power. Sub optimal Delay. v v v

[35] Basic Attainable channel data rate. Optimized, simplified into  User data rate. v v v

greedy.

[36] Basic Transmission time. Heuristic. BE v v v

[37] Enhanced Round robin. Heuristic. BE X v X

[38] Enhanced Reference Signal Received  Heuristic. BE X X X
Power (RSRP).

[39]  Enhanced Aggregate users data rate. Optimized, simplified into BE X v X

greedy.

[40]  Enhanced Channel quality, round robin. Heuristic. BE v v v

[41]  Enhanced Channel quality. Heuristic. Delay. X v v

[42] Enhanced Packet arrival rate. Heuristic. Jitter. X v v

[43]  Enhanced Probability of violating spe-  Heuristic. Jitter. X v v
cific jitter.

[44]  Enhanced periodical(M/D/1) based on  Heuristic. Packet delay budget, packet- X v v
aggregated MTC data rate re- drop rate.
quirements.

[45]  Enhanced Channel quality. Heuristic. BE X v v

proposals with marks of a sufficiently unique contribution.
With the focus of this work on uplink scheduling in LTE and
LTE-Advanced networks, the reader is kindly referred to [20]
for a survey on downlink schedulers. This survey spans four
distinct groups of uplink schedulers. The first includes those
aimed at basic LTE and LTE-Advanced networks, where no
CoMP, CA and MTC are considered. The second includes
proposals made for LTE-Advanced networks with CoMP; the
third for CA; and the fourth for MTC. Efforts were made
to include standard-compliant proposals, though some non-
compliant proposals were included due to their novelty in
other aspects.

Admittedly, there are several ways in which the surveyed
proposals can be discussed, some of which are indicated in
Table II. In the table, we have identified works targeting
basic operation, i.e. regular point-to-multipoint mode without
the use of enhancements or relay. We have also identified
the metric driving the scheduling approach. As will be seen
below, many proposal take into account a measure of fairness
between bearers as a metric. On the other hand, throughput
and attainable channel data rate are also accessible measures.
Other metrics have also been employed such as transmis-
sion time, round robin and M/D/1 service. Proposals were
also judged based on their optimality. To elaborate, several
proposals utilized algorithms with proven optimality while
others, acknowledging the complexity of optimal solutions,

have proposed heuristics to facilitate practical implementation.
The table further illustrates that not all schedulers take QoS
into account, and that QoS prioritize different criteria. Most
of the proposals are Best Effort (BE), while others have
attempted to prioritize bearers based on data rates, delay, jitter
or packet drop rate. Energy Efficiency (EE) was another sought
criterion that was not addressed by many proposals. However,
much of the proposals can be seen to be Standard Compliant
(SC) and Backward Compatible (BC). To elaborate, standard
compliancy refers to the fact that proposal was made per
the 3GPP standards guidelines, while backward compatibility
essentially refers to the viability of implementing the scheduler
in both LTE and LTE-Advanced networks, with the latter
possibly having enhancements. A careful consideration of
Table II illuminates the fact a critical void persists in offering
a comprehensive scheduler or set of schedulers for LTE
and LTE-Advanced networks. Given the expanding set of
factors involved (mobility; application requirements; device
capabilities; PHY technologies; network capabilities; relays;
CoMP; CA; MTC; etc.), all in addition to the particular
requirements for scheduling OFDM-based access techniques,
it becomes easier to grasp the scale of the scheduling problem
at hand. The subsections ahead elaborate on the details of each
of the four categories discussed above, with basic schedulers
discussed firsts, followed by schedulers for CoMP, CA and
MTC, respectively.
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A. Basic LTE Schedulers

LTE uplink schedulers can be categorized into the following
three categories: Best-Effort schedulers, QoS-Based Sched-
ulers, and Power-Optimizing Schedulers.

1) Best-Effort Schedulers: Most of the proposals made
for LTE uplink scheduling focus on maximizing performance
metrics such as data throughput and fairness. Best-effort
schedulers were designed in such a way that their main target
is to maximize the utilization of the radio resources and/or
the fairness of resource-sharing among UEs. Different metrics
for fairness have been used, including min-max fairness and
Proportional Fairness (PF). An example of a Best-Effort algo-
rithm is demonstrated in [21]. The authors in [21] propose a
set of three LTE uplink dynamic schedulers: 1) First Maximum
Expansion (FME); 2) Recursive Maximum Expansion (RME);
and 3) Minimum Area Difference (MAD). All three schedulers
are proposed with the same PF utility function, but they differ
mainly in the allocation scheme each function follows. In
FME, the algorithm starts with finding the first UE-PRB pair
with the maximum PF metric. Afterwards, the algorithm uses
the PRB with the maximum metric as a starting point to
expand the PRB allocation, starting with the first chosen UE,
then continuing the PRB expansion process for other UEs. In
the case of RME, the allocation algorithm starts in the same
fashion as FME; that is, it finds the UE-PRB pair with the
maximum metric and expands the allocation for the given UE
until there are no more PRBs whose maximum metric belongs
to the same UE. Once the algorithm finishes allocating PRBs
to the first found UE, it then recursively performs the same
procedure for the remaining UEs until all available PRBs are
assigned. MAD algorithm, unlike the other two, is search-tree
based. First, MAD scheduler derives a new per-PRB MAD
metric for each UE, representing the difference between a
UE’s PF metric and the PRB’s maximum metric among all
UEs. Afterwards, the algorithm places the most likely UE-to-
PRB allocation patterns into a tree. From here, MAD performs
a Breadth First Search (BFS) algorithm which determines
the desired UE-to-PRB allocation. Another work on PF-
based schedulers is proposed in [22]. The authors introduce
the concept of Fixed Transmission Bandwidth (FTB), where
the scheduler groups the PRBs into equally sized Resource
Chunks (RCs). The size of the RC depends on the scheduler’s
configuration. The authors propose two FTB-based scheduling
algorithms, where one performs a linear search and the other a
binary-tree search of possible UE-to-PRB allocation patterns.
In [23], the authors propose a generic scheduling algorithm
where scheduling policies can be easily integrated into the
optimization problem after identifying the policy metric. As
an example, the authors incorporated three policy metrics:
proportional fairness, users queue length, and users data rate.
A combinatorial optimization problem is defined and shown to
be Strict NP (SNP) complex. A refined solution is then derived
by deducing two heuristic greedy algorithms. An application
of marginal utility was made in [4], where the authors propose
a scheduling algorithm maximizing that of the UEs’. The
utility is computed by taking the logarithm of the achievable
transmission rate while catering to fairness. The proposed
algorithm identifies a RB-UE pair with the highest marginal
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utility among all available RBs and UE. An exhaustive search
is therefore needed to calculate all users marginal utility,
which is a computationally expensive process. To overcome
this complexity, the authors propose not to include all RBs;
rather, the RBs are considered one at a time, identifying at for
each RB the UE with the maximum marginal utility, until all
RB are assigned. Both proposals are noted to not satisfy SC-
FDMAs contiguity constraint. A different approach to the LTE
uplink scheduler design is applied in [24], where the authors
break down scheduling into two stages: first in frequency, then
in time. For the first stage the authors propose a utility-driven
scheduler where the utility is calculated for individual RBs
in each UE’s frame. The scheduler is generic by the design,
and metrics as CQI, throughput or fairness can be utilized. In
the second stage, incrementally expanded allocations are used
to satisfy the contiguous allocation constraint. Accordingly,
a UE is first allocated the RB with the highest utility, then
an adjacent RB for which the same UE’s utility is highest,
and so on. This process is repeated until either the frame
“edge” is reached, or the UE does not hold the highest priority
in any adjacent RB. The proposal depends greatly on an
exhaustive search, and may not applicable for time-constrained
scheduling. Meanwhile, the allocations made are indifferent to
individual user requirements. A UE can therefore be arbitrarily
allocated more or less resources than it requires. Finally, unless
fairness is included in computing the utility, it will not be
applied. The authors in [25], [26] formulate the scheduling
problem as a Nash bargaining solution to ensure proportional
fairness among users while maximizing the total throughput of
the network. This is done by minimizing the marginal utility
of allocating the subcarriers. The proposed algorithm assumes
limited feedback about the channel conditions from the users.
The algorithm is claimed to work either in a distributed
fashion, where it would be executed at each users device, or
in a centralized manner where it would be executed at the
BS. The authors analyze the complexity of the algorithm and
prove that it can be considered within polynomial complexity.
A drawback to this algorithm is that resources are allocated
at the granularity of subcarrier.

2) Schedulers Optimizing QoS: Several works have inves-
tigated LTE uplink scheduling with QoS provisioning im-
plemented as part of the schedulers’ utility functions. An
early contribution to QoS-based uplink scheduling is proposed
in [27]. The authors propose Proportional Fairness with a
Guaranteed Bit Rate (PFGBR) scheduling algorithm. The
algorithm differentiates between UEs with QoS services from
other UEs. The PFGBR algorithm assigns PF-based weights
to UEs from both groups. In the case of UEs with QoS traffic,
PFGBR uses a metric that combines PF with a term that is a
function of Guaranteed Bit Rate (GBR), which increases their
priority over non-QoS UEs. The work presented in [27] shows
improved support for UEs with QoS requirements without
starving UEs with BE traffic. Another QoS-based scheduler is
investigated in [28], where the authors propose a GBR/PF LTE
uplink scheduler combined with a QoS-aware Radio Access
Control (RAC) algorithm. QoS provisioning is achieved by
introducing a term that is a function of the UE’s average
throughput normalized by its GBR. The study shows that the
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proposed scheduler provides better support for QoS traffic
streams, especially the ones with low GBR rate, such as VoIP
services. In [29] a multiclass scheduler is proposed that is
based on a generalized utility function and marginal utility.
To support QoS and proportional fairness, the utility function
accommodates different QoS measures, including required
data rate and maximum permissible delay. The scheduler is
modeled as a linear optimization problem, minimizing the
opportunity cost function. The complexity and practicality of
the algorithm is not investigated, and the resource allocation
is at the granularity of subcarriers, which has two draw-
backs. First, it violates the standard as the standard has the
smallest resource unit for allocation is the PRB as optimized
above. Second, optimizing the allocations at the subcarrier
level increases the scheduler’s complexity due to the large
subcarrier space. Another work on QoS-Based scheduling
was proposed in [30], where the authors proposed two QoS-
based schedulers: Single-Carrier Scheduling Algorithm (SC-
SA), and Multi-Carrier Scheduling Algorithm (MC-SA). The
difference between the two schedulers is that SC-SA algorithm
assigns each UE a maximum of one PRB if the number
of schedulable UEs is larger than the number of available
PRBs. MC-SA, on the other hand, assigns a UE either one or
more PRBs based on the ratio between the UE’s experienced
throughput to its GBR. In [31], the authors propose two
schedulers for the uplink and downlink transmission: TD and
FD. The TD scheduler creates two candidate lists, one for
GBR traffic, and the other for non-GBR. For GBR, bearers
are classified into two sub-classes with two different priorities.
The highest priority is enqueued in the list on top of the
lowest priority. For non-GBR, the TD scheduler adds the entire
non-GBR MAC-QoS class bearers into the candidate list. In
each list and in each subclass the bearer candidates are prior-
itized based on their attained exponential average throughput
weighted by the class weight. The FD scheduler starts with the
GBR candidate list provided by the TD scheduler. The PRBs
allocation is done iteratively based on the highest SINR. At
the end of each iteration the achieved data rate of each bearer
is calculated and checked if sufficient data is available in the
bearer buffer to be served or if the sufficient guaranteed rate
is achieved for that particular bearer. If the conditions are met,
the bearer is scheduled and removed from the candidate list.
Otherwise the bearer will remain as a candidate for the next
iteration. The algorithm uses iterative search for allocating
the best RB without constraining allocations to contiguous
resource blocks for each user. Meanwhile, the work utilizes
the required SINR as a QoS metric. In LTE, a user can only
require a data rate, but not the SINR. Authors in [32] take
an approach similar to that taken in [24]. Two algorithms
are proposed. In the first, a gradient algorithm is used as
the scheduling metric, and an integer-programming solution is
offered. The gradient algorithm takes into account the channel
conditions, proportional fairness and the data rate required
by users. Noting the complexity of the first algorithm, the
authors propose a heuristic algorithm based on the utility
defined as the scheduling metric. The heuristic first assigns
the RB with the highest utility to the UE, then assigns next
RB to the UE with the next highest, and so on. To satisfy the
contiguity constraint, the algorithm assigns RBs in between
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the two UE assignments to the first UE and continues this
procedure until all RB are assigned. Unused RBs resulting
from this procedure can be scattered in the frame, and may not
have been assigned as allocations in this work are constrained
by UEs data requirements. However, the can be allocated to
pending HARQ retransmissions. (HARQ is assumed to be
synchronous, non-adaptive). The design of the heuristic was
noted to be highly dependent on the freshness and correctness
of the CQI data, and is hence vulnerable to delays and errors
in the channel quality measurements. After formulating the
scheduling problem as an optimization of a utility function,
the authors in [33] acknowledge the high complexity of
an optimized solution. To facilitate practical implementation,
the authors propose two algorithms: one greedy, the other
achieving proportional fairness under delay constraints. In the
greedy algorithm, the RB are assigned in a way that maximizes
the marginal utility, satisfying maximum allowed delay and
minimum throughput constraints for each user. Meanwhile,
in the proportional fair algorithms the proportion between
the current throughput to the total throughput is used as
the marginal utility, and RBs are allocated to the users with
the most critical delay requirement, given that the user has
an above-threshold utility value. While the algorithm does
consider delay, it does not offer operational bounds, especially
as the work does not consider user data rate.

3) Schedulers Optimizing QoS and Power: The goal of the
schedulers in this category is to reduce the power consumption
of mobile UEs on uplink wireless transmissions. A scheduler
in this category usually acquires some QoS aspects of the
traffic flows transmitted on the LTE uplink, such as the
packet delay budget or GBR requirements. In this case, the
schedulers perform some algorithmic decisions to reduce the
transmission power of a UE to a point where the UE still
maintains its QoS requirements. The scheduling algorithm
presented in [34] optimizes power consumption based on
queue delay constraints. The concept of the scheduler here
is to increase the experienced packet delay by a small amount
while adhering to the UE’s GBR and delay requirements.
The work in [34] demonstrates that increasing the experi-
enced packet delay can significantly reduce the amount of
transmission power consumed on the uplink. Another proposal
for Power-based LTE uplink scheduling is proposed in [35].
The scheduler design is based on binary integer programming.
The scheduler starts with creating a matrix that represents all
the allocation patterns possible with uplink PRBs that adhere
to SC-FDMA'’s contiguity condition. The scheduler calculates
the power allocation needed for every possible allocation
pattern for each UE. Afterwards, the scheduler performs a
greedy-based search algorithm to find the UE-PRB allocation
pattern that minimizes the power expenditure on each UE
while respecting their GBR requirements. In [36], a scheme
is proposed that attempts to evaluate the energy consumption
of a UE using FDMA against TDMA scheduling. The scheme
investigates the efficiency of the manner in which scheduling
is performed. That is, whether there is low transmission
power and long transmission time, or high transmission power
and short transmission time. They conclude that the TDMA
scheme is more efficient than the FDMA scheme in reserving
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energy. In TDMA, all 48 RB in the 10 MHz channel are
allocated for the user for specific time duration. Alternately,
in FDMA, eight (8) RBs are allocated per user.

B. Schedulers for CoMP

Scheduling CoMP in the uplink is more challenging than
in the downlink. At the time of writing this survey, not many
proposal could be readily identified. It is expected, however,
that more proposals will appear in the future. The authors in
[37] present a round robin scheduler that support CoMP-JR for
MU provisioning, with no considerations for supporting QoS
guarantees and adaptive to medium conditions. Authors in [38]
propose a scheduler that relies on a clustered operation, where
a cluster comprises a group of CoMP cells. The authors further
define measurement sets, which are cells within a cluster
with a long term average Reference Signal Received Power
(RSRP) received from serving cell and with a value less than a
predefine threshold. This definition entails that frequency reuse
of the RB within a cluster is allowed outside the measurement
set, and that the number of cells in a measurement set can be
less than or equal to the number of cells in a cluster. The
scheduler works in two stages. In the first stage, all PRBs
in the same cluster are considered available for the UE is
within that cluster. An RB can be allocated to only one UE
in a cluster. The scheduler allocates the same RB to UEs that
are disjoint. This allows PRB reuse such that the frequency
interference at the serving cell of the UE within the tolerable
value. The work does not elaborate on how the interference
threshold is defined, and does not offer means for guaranteeing
QoS requirements. It also violates the 3GPP standard by
locating the HARQ at the master cell of the cluster, and
not the UEs serving cell. In [39], the authors designed a
scheduler for the uplink CoMP-JR based on analyzing a
combinatorial structure of the allocation problem in terms of
user set partitions and permutations, and show that the optimal
allocation under this setup is exponentially complex. They also
propose a greedy algorithm where all users in the cell cluster
are assigned cluster RB by pairing the users such that their
instantaneous rate of users is maximized. The work does not
consider QoS guarantees and, does not validate the claim for
supporting a large number of cells and users.

C. Schedulers for Carrier Aggregation

Most work addressing scheduling for networks employing
CA have focus the scheduling the downlink. An exception,
however, can be found in [40], where the authors propose
a scheduler that can support both LTE and LTE-Advanced
UE. Release 8/9 users are allocated RB on the least loaded
CC, with allocations made over only one CC. Meanwhile,
allocations for LTE-Advanced users (Release 10 and beyond)
are based on a newly defined metric that takes into account
users path loss of the channel to decide if the UE is power
limited. If so, the UE is assigned RBs over one CC; otherwise,
the UE is assigned RBs over all available CC. This is to
prevent power-limited UEs from causing underutilization in
multiple CCs as their throughput will be decreased due to
power limitation. At the same time, a UE will need to report
CQI over each CC, which may lead to substantial overhead
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and degrade the performance in the uplink. Within each CC,
resource allocation is made in a round robin manner. The work
does not elaborate on handling QoS requirements.

D. Schedulers for Machine Type Communication

The uplink scheduler is very critical for MTC traffic since
most of the traffic expected in an MTC network is in the
uplink direction. The traffic is also expected to be bursty,
with burst size and length directly proportional to the number
of active machines, while the data itself per device is of
a low rate. Literature addressing the uplink scheduling for
MTC in LTE is scarce due to the problem’s recency. In the
following we survey most representative scheduler in this
category: In [41], the authors propose two uplink scheduling
algorithms that schedule MTC based on their delay tolerance.
The algorithm first allocates UE traffic, then allocates the
remaining RBs to MTC devices. In the first scheduler, RBs
are ranked based on channel quality, then the RBs with the
highest rank are assigned to machines with the least delay
tolerance. Meanwhile, the second scheduler first rank devices
based on their delay tolerance, then assigns the least delay-
tolerant machine the RB with the best channel quality. The
work does not elaborate on scalability, and whether serving
devices based on their delay tolerance would allow for a
sufficient number to be served each TTI. The authors in [42],
[43] offer a clustering-based approach to scheduling machines
in LTE-Advanced by clustering machines based on a their QoS
requirements, with a scheduling period defined for each cluster
and is adapted based on the clusters jitter. In adjusting the
scheduling period, it is kept less than a certain pre-specified
threshold for jitter. Co-existence with H2H communication
is made possible by allowing the eNB to use the resources
allocated to MTC devices with fixed probability. The work
does not elaborate on certain aspects of the proposal such as
whether scheduling H2H communications is made based on
UE requirements, in addition to the granularity and formation
of the clusters. The work in [44] builds on [42], [43] discussed
above, by requiring periodical scheduling or semi-persistent
scheduling for each group, and prioritizing allocations within
each group based on delay tolerance. The authors employ
an M/D/1 queuing system model that relates the scheduling
period, average offered traffic load, and QoS requirements, in
terms of packet delay budget and packet-dropped rate. They
conclude by providing guidelines and recommendation for
H2H and M2M mixed traffic scheduler design based on hybrid
scheduler (full-dynamic/semi-persistent). The work does not
elaborate on how UE/MTC resource estimation is made per
group. The work also does not evaluate how the statistical
QoS provisioning goodput per group was evaluated. It also
does not discuss the granularity and formation of the clusters.
In [45], a mixed scheduler for H2H and M2M communications
and signaling is proposed. The scheduler allocates resources
based on CQI at each TTI, and allocates H2H UEs before
M2M devices, where residual RBs are assigned to MTC
individually, not in groups, and in a manner that minimizes
MTC connection rejection. The work does not provide QoS
guarantees for MTC — only best effort and based on CQI.
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UE2
UE3

Fig. 3. System topology of LTE simulated LTE system

VI. AN EVALUATION METHODOLOGY

In what follows, we describe an evaluation methodology
for uplink schedulers in LTE and LTE-Advanced. Figure 3
illustrates an LTE uplink system topology that can be assumed
in simulation. The system represents the LTE uplink within a
single-cell environment, with a cell coverage of 1km x 1km
area. The cell’s topology consists of one eNB at the center
of the cell, with UEs located around the eNB in a spatially
uniform pattern. Each UE within the system is equipped with
a single, omnidirectional transmit antenna, while the eNB is
equipped with two received antennas, resulting in a 1 x 2
Single-Input-Multiple-Output (SIMO) antenna configuration.
No RAC needs to be implemented at the eNB, as the perfor-
mance evaluation focuses on uplink scheduling. All UEs can
be created at the beginning of each simulation run, and remain
active for the entire simulation duration. The operating uplink
bandwidth can be set to 5 MHz with an FDD configuration.
The uplink bandwidth is hence divided into twenty-five PRBs
as specified in the standard [46]. Twenty four PRBs constitute
the PUSCH, which is used as a shared medium among UEs
for data transmission. The remaining PRBs are assumed to be
reserved for uplink control channels, which are chosen to be
at the end of the spectrum to ensure contiguity of available
PUSCH resources.

A. The Wireless Channel

The modeling of the wireless propagation channel is broken
down into a macroscopic model and a microscopic model.
The macroscopic channel model describes large-scale channel
variations that depend on the UE’s spatial position relative
to the eNB, such as path loss, shadowing, and penetration
loss. The macroscopic propagation model we chose here is
to represent propagation path loss , PL, in the typical urban
setup as found in [47], and it is expressed as

PL[dB] = I + - 101og;,(d[km]) + X0 + Pioss (1)

where [ captures the free space propagation loss, which
is equal to 128.1 dB. « is the path loss exponent, which
is experimentally determined to be 3.76 in a typical urban
environment. d is the distance between UE and eNB in km.
Xo 1s a random variable that represents the shadowing effect
in the typical urban environment, which follows a lognormal
distribution with a mean of 0 dB and a standard deviation of 8
dB. Pj,ss is the penetration loss caused by signal penetration
through obstacles, which is assumed to be a constant of
20 dB. The microscopic channel model mainly focuses on
describing fast variations of the channel gain, which mainly
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entails multipath fading. Multi-path effect can either be slow
fading or fast fading, depending on the UE mobility (i.e., the
Doppler Effect). The microscopic channel model implemented
the Tapped Delay Line (TDL) using a pedestrian, 12-tap
Typical Urban (TU) Power Delay Profile (PDP) as described
in [48]. Based on both the macroscopic and microscopic parts
of the channel model, the CSI per SC-FDMA subcarrier (for
each UE) is used to represent the path gain experienced by
UE u at subcarrier k, C'S1I, , and is determined as follows:

Gug - Geng - ([Hupal? + |Huk,2|?)
PL, - 02NysAf

where Gypg is the UE’s antenna gain; Geyp is the eNB’s
antenna gain; PL,, is the power loss experience by user u
(equation (1)); o2 is the noise density per Hz; ANy¢ is the noise
figure of the receiver at eNB; and A f is the subcarrier spacing.
The terms |H, 1|* and |H, j2|? refer to the normalized
multipath gains at eNB’s receive antenna 1 and antenna 2,
respectively. The summation of both gains is based on the
transmit/receive diversity assumption stated earlier.

CSL, i = 2)

B. Link Adaptation

A Link Adaptation (LA) model can be used in to predict
the appropriate MCS to use when transmitting the data on
assigned resource blocks. Once the packet scheduler assigns
UEs their corresponding PRBs, the effective SINR, ~,,, is
determined for the assigned PRBs assuming a Minimum Mean
Squared Error (MMSE) receiver [49],

-1
= =1 )

1 Ny Yu,k
Nu Zk:l Yu,k+1

where 7, 5 is the SINR for UE u at subcarrier k, and N, is
the number of contiguous subcarriers assigned to UE u. v,
is determined per subcarrier k as follows

Py
Yuk = 3 CSIuk “)

u

where P, is the total transmit power assigned to UE u by the
eNB.

C. Uplink Transmit Power

Determining the UE’s total uplink transmit power is based
on the Open Loop Power Control (OLPC) mechanism, where
the LA process compensates for macroscopic effects expe-
rienced in the uplink channel between a UE and the eNB.
Hence, the UE transmit power can be calculated according to
[12]

P =min (P pax, Po+ 10log,y Ny prp + @PL,,) [dBm]
)
Whereas P; prax is the maximum UE transmission power set
to 24 dBm as shown in Table III, N, prp is the number of
PRBs allocated to UE u. PL,, is the path loss expressed in
(1). Py and « are both cell-specific parameters, where Py is
the base transmit power per PRB, and « is the fraction of
path loss to be compensated for. The value of P; prax is set
based on UE profile settings defined in Table 4.8 in [47]. For
simplicity, UE’s total uplink transmission power is assumed
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TABLE III
SYSTEM SIMULATION PARAMETERS
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Cellular Layout Single-Cell with Omnidirectional An-
tenna

System Bandwidth 5 MHz

Carrier Frequency 2 GHz

Number of Resource Blocks | 25

TTI Duration 1 ms

Path Loss Model 128.1 + 37.6log; o (d[km])
Penetration Loss 20 dB

Shadowing Lognormal: = 0, o = 8dB
Minimum Distance Between | 90 m

UE and Cell

Power Delay Profile
Channel Estimation
MCS Settings

TUI12 Profile, 12 taps

Ideal

QPSK [1/6 1/4 1/3 1/2 2/3 3/4]
16QAM [1/2 2/3 3/4 ]

HARQ Process OFF
eNB Antenna Gain 15 dBi
UE Antenna Gain 0 dBi
eNB Noise Figure 5 dB
Max. UE Transmit Power 24 dBm

Power Compensation Py = —58 dBm, a = 0.6
Frequency Re-use Factor 1
Simulation Time 10000 TTIs

to be allocated for data transmission only. Afterwards, the
effective SINR calculated in (3) is mapped to pre-determined
SINR ranges to ascertain the MCS to be used for data
transmission. Based on the MCS selected and the number of
PRBs assigned to the UE, the Transport Block (TB) size is
calculated in bits. A TB is composed of the MAC packet data
units, which includes the MAC header, RLC header, and the
data payload, as well as a 24-bit Cyclic Redundancy Check
(CRC) for error detection. Table III summarizes the simulation
parameters discussed above.

D. Traffic Model

The traffic models developed for the LTE uplink simulator
can be adopted from [50]. The QoS-based packet parameters
for each traffic type are based on the QCI parameters illus-
trated in Table 6.1.7 in [51]. The Packet Delay Budget (PDB)
values defined as part of the QCI parameters represent the
maximum packet delay allowed between the UE and Packet
Policy and Charging Enforcement Function (PCEF) in the
network core. According to NOTE 1 in Table 6.1.7 in [51], the
offset in packet delay between eNB and PCEF ranges between
10 ms up to 50 ms depending on how far away the PCEF is
from the eNB to which the UE is associated. Accordingly, we
chose to set the PDB offset to 50 ms so as to drive the access
network to perform in tight delay scenarios where PCEF entity
is furthest away from the access network. In addition, to better
evaluate the performance of the scheduler and its distinction
between the different traffic types, each UE can be assumed
to carry a single traffic stream of a single traffic type.

1) VoIP Traffic: A possible VoIP traffic choice is the
12.2 kbps Adaptive Multi Rate (AMR) VoIP service with
silence suppression [50]. In the active state, the VoIP source
generates a 40 bytes VoIP packet once every 20 ms frame,
with each packet consisting of 244 bits of payload data, and
the remaining space consisting of the packet’s overhead.

2) Video Streaming Traffic: Video streaming traffic is mod-
eled as a low quality video stream running at a minimum

TABLE IV
SUGGESTED PARAMETERS FOR TRAFFIC MODELS.
Traffic Traffic Class QCI# PDB GBR MBR
(ms)  (kbps)  (kbps)
VoIP Conversational 1 50 12.2 64
Video Streaming  Streaming 2 100 64 512
FTP Background 6 — 10 1024

guaranteed bit rate of 64 kbps [50]. When system capacity
permits, the uplink video streaming traffic load can be allowed
to increase per UE up to a maximum of 1024 kbps.

3) FTP Traffic: FTP traffic is generated with a CBR-based
packet stream instead of the FTP traffic model described in the
standard [50]. The CBR-based FTP traffic model helps create
a fixed offered traffic load per UE to better map between
the offered FTP traffic load per UE against its measured
throughput. A constant packet size of 256 bytes with a traffic
rate of 128 kbps per FTP connection can be chosen. MBR
of the offered FTP traffic load per UE can be set to 1024
kbps. As a Best Effort traffic type, FTP has neither a GBR
nor delay requirements associated with it. However, as some
of the schedulers implemented here require a GBR value for
their operation, such as PFGBR and MC-SA, a GBR of 10
kbps in this case can be assumed for each FTP connection.
Table IV summarizes the simulation parameters of the traffic
models discussed above.

E. Performance Metrics

The following metrics can be adopted to evaluate several
aspects of the system performance under the operation of
different uplink schedulers.

o The cell’s aggregate throughput. Measured as

Tcell = (6)

tsim
Where B is the total number of bits successfully trans-
mitted over the air interface from the UE to the eNB,
tsim 1S the total simulation time.

o Intra-Class Fairness. Represents the fairness among
UEs of the same class. The Intra-class fairness is cal-
culated using the min-max fairness index. Assuming UE
1 is the one with the maximum throughput, while UE j
is the user with the minimum throughput, the inter-class
fairness index can be calculated as:

(N

Fmin—mar =

s ]

where T; is the throughput of UE i, and Tj is the
throughput of UE j.

« Inter-Class Fairness. A measure of the fairness among
UEs with different traffic classes. The measurement of
the Inter-class fairness is performed using the well-known
Jain’s Index, which is calculated as follows:

®)

FJain =

where z; represents the normalized average throughput of
user ¢. To achieve the interclass fairness between different
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QoS classes, the UE’s average throughput is normalized
with respect to the UE’s MBR that is defined for each
traffic type.

« Packet Loss. A measure of the percentage of packets of a
certain traffic class dropped in regard to the transmission
packet queue. This is due to exceeding their packet delay
budget. The transmission buffer length in this experiment
is assumed to be infinite in order to exclude packet drops
due to packet buffer congestion.

« Packet Delay. The delay per packet is measured from the
time the packet enters the RLC queue until the time it
successfully arrives at the eNB. Packet delay is measured
by collecting the delay stamps for all packets being sent
within the entire simulation time, after which the experi-
enced average delay of all UEs within a given traffic class
is determined. The packet delay measurements, along
with the measurements from the packet drops, can give
an indication as to the ability of a scheduling algorithm
to satisfy the QoS requirements of each traffic class with
active transmissions.

« TB Utilization. TB utilization refers to the averaged
percentage of TB size used for transmitting the data
payload. TB in LTE refers to the PHY payload to be
transmitted over the radio interface, which comprises the
MAC packet plus a 24-bit CRC overhead. The TB uti-
lization statistics are collected per UEs carrying traffic of
the same QoS class. It is then averaged over the number
of UEs belonging to that traffic class. TB utilization
provides a measure on how well a scheduler predicts the
needs of each UE in the system as well as its ability to
minimize the resources wasted as a result from resource
allocation mismanagement.

F. Evaluating Schedulers for CoMP

Environments for evaluating schedulers for CoMP must
involve more than one cell/site. A site may include multiple
cells that may cooperate. A scheduling proposal should be
judged whether its clustering is static or dynamic. Compati-
bility with Release 8 also need to be investigated, which can
be done with having both CoMP antennas as receiving and
UE as transmitting. (In the case of enhancements, multi-user
MIMO can be assumed). Unless synchronization between cells
is being investigated, it should be assumed. At the same time,
an acceptable backhaul delay should be accounted for. The
traffic model should include burst traffic scenario. Meanwhile,
the effectiveness of CoMP should be evaluated only for users
at the cell edge. Lastly, either maximum ratio combining (joint
scheduling) or interference rejection combining (coordinated
scheduling) can be assumed.

G. Evaluating Schedulers for Carrier Aggregation

When evaluating schedulers proposed for uplink CA, the
primary eNB should be the cell where the UE is always
attached to. The UE should always be scheduled over that
carrier. A user should be allocated CC(s) in secondary cells
if there is a need to meet the UEs QoS requirements. If a
user is not scheduled over Secondary CC(s), the UE will
be disassociated by an expiring timer. Separate RRM blocks

1255

TABLE V
EXAMPLE COMPLEXITY LEVELS FOR SOME SCHEDULERS. (Nyy g AND
NprpB ARE THE NUMBERS OF USER EQUIPMENT AND PHYSICAL
RESOURCE BLOCKS, RESPECTIVELY.)

Scheduler Complexity

RR o(1)

RME O(NUE‘NPRB)

Greedy O(Nuk - NprB)
GBR-ATB O(NUE . NPRB)

PFGBR O(log(NyE) -1og(NprB))
MC-SA O(NfDRB)

BMTP ONue - N2,p)

should be made to operate independently to guarantee back-
ward compatibility with release 8. Whether the scheduler
allocates multiple CCs for power limited UEs should also be
investigated.

H. Evaluating Schedulers for MTC

When evaluating schedulers for MTC, the use of a dedicated
and diverse model for machine traffic becomes important. The
simulator will also need to be amended with MTCs signaling.
Two types of scenarios can be evaluated: 1) per device
scheduling; and 2) per group scheduling. In the case of the
latter, the efficiency of the grouping algorithm relative to sim-
ilarity in QoS requirements should be evaluated. Meanwhile,
semi-persistence scheduling can be assumed, whether over
every TTI or over multiple TTIs, depending on the granularity
of the grouping algorithm. Both single-cell and multi-cell
environments can be assumed in the evaluation environment,
although single-cell must always be assumed when evaluating
Release 8 compatibility. Other considerations for testing MTC
environments include optimizing CQI reporting to minimize
number of CQI reports and alleviate congestion [19].

1. Complexity Analysis

The complexity analysis of an OFDM-based scheduler
is based mainly on the number of iterations a scheduling
algorithm takes in searching for the final UE-to-PRB mapping.
The search algorithm is the one that consumes most of
the scheduler’s total operation time in comparison to the
computation of the utility-based metrics. Table V provides the
complexity for some of the surveyed schedulers. Note that,
especially when schedulers are designed for enhancements,
further investigations need to be made into the overhead
complexity, i.e., the information required for the scheduler to
perform successful operation.

VII. EVALUATING UPLINK SCHEDULERS FOR LTE

An LTE uplink simulator is implemented using MATLAB
to provide a unified, standard-compliant simulation setup. The
simulator design focuses on having the necessary modules that
fully capture the events occurring in the LTE uplink, and were
implemented such that the simulator can be easily extendible
to accommodate enhancements made in LTE-Advanced.

Representative uplink packet schedulers for LTE are simu-
lated to provide a preliminary comparison between different
scheduler design approaches. From the literature surveyed we
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have chosen to simulate the Recursive Maximum Expansion
(RME) [21] as an example of best effort schedulers; Pro-
portional Fairness with Guaranteed Bit Rate (PFGBR) [27],
Guaranteed Bit Rate with Adaptive Transmission Bandwidth
(GBR-ATB) [28], and Multi-Carrier Scheduling Algorithm
[30] as examples of schedulers optimizing QoS; and Block
Allocation for Minimum Total Power (BMTP) [35] as an
example of schedulers optimizing both QoS and power. A
summary of these different approaches can be found in Table
II. As baselines, we have also simulated two basic allocation
approaches, namely Round Robin (RR) and greedy allocations
(Greedy).

In what follows, we elaborate on the setup of a small set
of experiments and showcase some of their results.

A. Experiment 1: Varying the Number of UEs Under Heavy
Traffic

The experiment conducted here examines the effectiveness
of PRB resource allocation of multiple UEs under heavy traffic
load. Each UE generates a single 1 Mbps FTP stream, assum-
ing no packet drops are taking place at the UE’s transmission
buffer. The use of a single traffic profile further assists us in
determining the maximum attainable data throughput of the
system under the packet scheduler’s supervision. The results
collected from this experiment function as a reference in
evaluating the schedulers’ performance with the presence of
different traffic mixes. This applies to the experiments that are
discussed in subsequent sections. Table VI lists some of the
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TABLE VI
SIMULATION PARAMETERS OF EXPERIMENT 1

Parameter
Number of UEs
Traffic Profile

Description
10, 20, 30, 40, 50
1 Mbps FTP stream per UE

experiment’s configuration parameters such as the number of
UEs and the traffic profile used.

Results obtained on the aggregate throughput and intraclass
fairness are presented in Figures 4 and 5, respectively. In the
figures, best-effort schedulers demonstrate higher throughput
levels than that observed for QoS-optimizing and power

and QoS-optimizing schedulers. Schedulers optimizing QoS,
simulated under a single non-GBR FTP traffic load which
neutralizes the QoS metrics, are effectively made PF-based
schedulers. Certain QoS schedulers, such as PFGBR and MC-
SA, do demonstrate better fairness levels than others. As for
schedulers optimizing both QoS and power, the BMTP algo-
rithm shows the lowest overall performance level. This low-
performance can be attributed to the schedulers lowering the
MCS level so that the threshold SINR to be met will be lower
as well, which in turn lowers the uplink transmission power.
This method of power optimization explains the relatively
degraded throughput performance of the scheduler, as shown
in Figure 4. Note that the power-saving approach chosen by
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TABLE VII
THE EFFECT OF TRAFFIC MIX RATIOS - PARAMETERS
Parameters Value
Number of UEs 25

UE Ratios (VoIP : Video : FTP) 1:1:3, 1:2:2, 1:3:1, 2:2:1, 3:1:1

BMTP has the disadvantage of being very sensitive to UE’s
experienced channel condition, which is essentially a function
of the UE’s distance from the eNB. Such a disadvantage can
have a detrimental effect on performance as the coverage area
expands. Therefore, BMTP shares the same disadvantage as
max-SINR schedulers introduced in earlier wireless systems
where the scheduler favors UEs with better SINR, leaving UEs
further away as victims for starvation.

B. Experiment 2: The Effect of Different Traffic Mixes on
System Performance

The purpose of this experiment is to examine the sched-
ulers’ performance under different traffic mixes. The LTE
uplink schedulers at the eNB do not distinguish between
the different traffic types at a single UE when scheduling
resources. Hence, we chose to provide each UE with one SDF
carrying a single traffic stream in order to see the impact of
the scheduler on the QoS experienced in traffic mix scenarios.
The total traffic load for the entire experiment is set to 8145
kbps, of which 465 kbps is given to VoIP traffic, 3840 kbps to
video streaming, and 3840 kbps to FTP traffic. The remaining
parameters are listed in Table VII. The UE ratios presented
in the table reflect the ratio of the number of UEs with a
given traffic class to the number of UEs from the other traffic
classes. Due to the limitation of the simulation time of our
experiments to only 10 seconds, we fixate all VoIP streams at
the active state to regulate the offered VoIP traffic load.

The results obtained for the cell’s aggregate throughput,
i.e., Figures 6 through 8, consistently show that the total
system throughput of a given traffic class improves as the
concentration of UEs belonging to that class increase within
the system, given that the network traffic load is fixed. For UEs
of a given traffic class, increasing the number of UEs decreases
the contention of the traffic flows per UE, which decreases
the per UE packet drops while increasing the probability of
scheduling a UE of the same traffic class.

Compared to Experiment 1, best effort schedulers such as
the RME suffer significant performance degradation in the
presence of multiple traffic profiles. UEs with VoIP traffic
have lower data rate requirements compared to UEs with video
and FTP traffic. The PF metric used in the RME algorithm
does not distinguish variations in data rates from one UE
to another. Also, RME adopts a dynamic resource allocation
method, which does not impose any restrictions on the number
of PRBs that can be allocated to a single UE.

When looking at the average delay results of both VoIP and
video traffic classes, i.e., Figures 9 and 10, Greedy’s ability
and that of other QoS-based schedulers to accommodate the
QoS requirements of VoIP traffic fairs much better than others.
Similar behaviors were found when the effects on packets
drops was isolated. These observations comprise a strong indi-
cation that the modification from a classic PF utility function
to a QoS-based utility function can significantly improve the
performance of adaptive allocation schemes in accommodating
traffic mixes.

Meanwhile, schedulers optimizing both QoS and power
show poor performance with all three traffic classes simulated.
This can be observed, for example, when observing the inter-
class fairness shown in Figure 11. One main reason for such
a poor performance level is the low efficiency of bandwidth
usage for lowering the uplink transmission power, as men-
tioned in earlier discussions of Experiment 1. For example,
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TABLE VIII
EFFECT OF NUMBER OF UES ON SYSTEM PERFORMANCE PARAMETERS.

Value
10, 20, 30, 40, 50
2:2:1

Parameters
Number of UEs
UEs Ratio (VoIP, Video, FTP)

allocating a VoIP UE three PRBs or more for transmitting a
single VoIP packet causes UEs of other traffic classes to have
higher starvation levels, eventually causing an overall lower
satisfaction level for active upstream traffic.

C. Experiment 3: Effect of Varying Number of UEs Under
Mixed Traffic Scenarios

The number of UEs within the cell and the amount of
offered traffic load per UE affect the contention over the
limited radio resources. Increasing the number of UEs leads
to increasing the competition among UEs over the limited
number of PRBs, which decreases the chances of transmission
for each UE. Also, increasing the traffic load per UE leads to
increasing the contention over the limited PRBs assigned to
the UE. On the other hand, having a small number of UEs
with a light load can lead to insufficient utilization of the
assigned resources, resulting in a waste of transmission power
and hence a waste of radio resources that could have been
allocated elsewhere.

1) Varying UEs under Per-UE Fixed Uplink Traffic Load:
The purpose of this experiment is to measure the utilization
efficiency in terms of how well a UE of a certain QoS class
can utilize its assigned TB. The simulation parameters for this
experiment are shown in Table VIII. The traffic load per UE is
fixed to show the effect of increase contention on the number
of PRBs assigned per UE. The traffic rates of UEs with VoIP,
video streaming, and FTP traffic streams are set to 14.4 kbps,
64 kbps, and 128 kbps, respectively. When constructing the
TB for each transmission, a 6-byte overhead is assumed; 3
bytes are generated for the MAC and RLC headers, and 3
bytes are occupied by the CRC checksum.

A general trend observed in the TB utilization for all traffic
classes, i.e., Figures 12 to 14, is that as long as there are
low contentions on available radio resources, the utilization
of assigned TB per UE also increase. Note that the TB
utilization starts to saturate as the number of UEs in the
system surpass the total number of available PRBs. Similar
trends were observed when isolating the aggregate throughput.
Specifically, it was observed that the aggregate throughput of
MC-SA increases when the number of UEs changes from 20
to 30 UEs, which triggers the switch from scheduling method
change executed when the number of UEs is smaller than
the number of PRBs. UEs close to the cell edge and which
experience relatively poor channel conditions will suffer from
poor spectral efficiency due to using low MCS and hence
smaller TB sizes. The effect of the overhead from the MAC
header and the CRC checksum collectively reduces the amount
of space available for the data payload further. On the other
hand, UEs closer to the eNB with better channel conditions
transmit at higher MCS, which reduces the TB overhead
impact on the TB utilization. The variation of TB overhead
just explained reduces the inter-class fairness among UEs of
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TABLE IX
EFFECT OF NUMBER OF UES ON TB UTILIZATION WITH FIXED LOAD -
PARAMETERS.
Parameters Value
Number of UEs 10, 20, 30, 40, 50

UEs Ratio (VoIP, Video, FTP) | 4:3:3

the same traffic class. An instance of this effect is shown in
Figure 15 for the video traffic class.

UEs with VoIP traffic show poor average TB utilization
of assigned resources that never exceed 55%. This is due to
VoIP UE’s low traffic loads relative to video and FTP UEs.
The low TB utilization is contributed mainly by UEs close
to the eNB, where they get assigned MCS high enough that
only a small portion of the TB is used for data payloads
while the rest of the TB space is filled with padding. This
is also observed with RR and Greedy schedulers where a
UE is assigned only one PRB for 30 UEs and above. The
results observed for VoIP traffic is a strong indication that
supporting voice services over the SC-FDMA radio interface
can be easily achieved since a VoIP packet can effortlessly
fit into a single PRB if the UE is close enough to the eNB.
Therefore, UEs close to eNB should experience very minimal
delays and packet drops. On the contrary, UEs closer to the cell
edge tend to transmit with a low MCS. As a result, TB sizes
tend to get smaller to the point that the overhead size becomes
more significant compared to the small space available for data
payloads. This clearly indicates that packet drops within the
system are mostly contributed from cell-edge UEs.

In other results, VoIP packet drops and packet delays do not
seem to be affected by the number of VoIP UEs in the system.
When increasing the number of VoIP UEs in the cell, the
probability of placing UEs in close proximity of the eNB, that
is midway between eNB and close to the cell edge, is the same.
Therefore, as the total offered VoIP increases with the number
of UEs, the percentage of VoIP packets that get successfully
transmitted stays the same. More generally, packet delays and
packet drops of both VoIP traffic and video traffic under the
different schedulers show little variations as the number of
UEs increases. Also, since the offered traffic load increases
with the number of UEs, the overall delay and packet drops
stay relatively the same for any number of UEs within the cell
coverage.

2) Varying Number of UEs Under Fixed Total Uplink Traffic
Load: In this experiment, we want to see the effect on system
performance of varying the number of UEs while keeping the
total traffic load fixed. Varying the number of UEs under fixed
traffic illustrates how the total throughput of the system can
vary with the traffic contention over the resources allocated
per UE. The findings in this experiment are to be compared
to the performance results obtained from Experiment 1 on the
system settings that best suit the schedulers under study. The
simulation parameters are listed in Table IX. The total network
traffic load was fixed at 6400 kbps, where 256 kbps is reserved
for VoIP, 3072 kbps for video streaming, and 3072 kbps for
FTP traffic.

An interesting aspect to consider in this experiment is the
performance of aggregate throughput from the different traffic
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classes, shown in Figures 16 through 18. The system’s total
throughput from UEs of all three traffic classes constitutes
about 30-50 % of the entire offered traffic load. Most of the
loss in throughput comes from FTP traffic, followed by video
streaming. UEs of the VoIP traffic class suffered the least
performance degradation, as the experienced average packet
loss did not exceed 20%, except in the case of PFGBR and
BMTP.

VIII. CONCLUSION

Our intent in this work was to instigate a discussion on
a more expanded treatment of scheduling in LTE and LTE-
Advanced. A tutorial on uplink scheduling in both evolutions
was offered, followed by a survey of proposals made in the
literature. As things stand, there are several outstanding issues
that need to be addressed. Schedulers with considerations for
clustered (non-contiguous) SC-FDMA, carrier aggregation and
coordinated multi-point transmission/reception, are receiving
increased attention. Meanwhile, only few proposals addressed
the growing device heterogeneity (UE/MTC) that is expected
to happen in this decade. And while the focus of this work was
on uplink scheduling, approaching scheduling in the downlink
and uplink as a hybrid problem is certainly a possibility. A
considerable portion of this work elaborated on how uplink
scheduling proposals should be evaluated, and discussed an
example setup that investigated the performance of some
representative proposals. As LTE deployments continue to be
rolled out, validating scheduler performance becomes essential
for both vendors and network operators. 3GPP continues to
capitalize on the choice of OFDM-based techniques for both
its downlink and uplink access, and enhancements introduced
promise to deliver substantial gains in network performance.
However, as the number and type of devices increases, and
as the sophistication of the physical layer enhancements rises,
the design of both real- and non-real time scheduling becomes
more challenging, especially as designers try to circumvent the
increasing complexity of the functionality.

35 40 45 50

LIST OF ACRONYMS

3GPP Third Generation Partnership Project

AMBR Aggregate Maximum Bit Rate

ARP Allocation/Retention Priority

ARQ Automatic Repeat Request

BSR Buffer Status Reports

CcC Component Carrier

CLPC Closed Loop Power Control

CoMP Coordinated Multipoint
Transmission/Reception

CP Cycle Prefix

cal Channel Quality Indicator

CS/CB Coordinated Scheduling and Beamforming,
a CoMP variant

DFT-S-OFDM Discrete Fourier Transform Spread OFDM,
or Clustered SC-FDMA

DMRS Demodulation Reference Signal

DRX Discontinuous Reception

D-SR Dedicated Scheduling Request

eNB evolved NodeB

EPS Evolved Packet System

FDD Frequency Division Duplexing

GBR Guaranteed Bit Rate

H2H Human-to-Human

HARQ Hybrid Automatic Repeat Request

ITU-R International Telecommunications
Union-Radiocommunication Sector

JR Joint Reception, a CoMP variant

LTE Long Term Evolution

LTE-Advanced Long Term Evolution Advanced

M2M Machine-to-Machine

MAC Medium Access Control

MBR Maximum Bit Rate

MCS Modulation and Coding Scheme
MME Mobility Management Entity
MTC Machine Type Communication
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NAS Non-Access Stratum

OFDM Orthogonal Frequency Division
Multiplexing

OFDMA Orthogonal Frequency Division Multiple
Access

OLPC Open Loop Power Control

PAPR Peak to Average Power Ratio

PCell Primary Cell in carrier aggregation

PDCCH Physical Downlink Control Channel

PDCP Packet Data Convergence Protocol

PF Proportional Fairness

P-GW Packet Data Network Gateway

PHR Power Headroom Report

PHY Physical Layer

PRB Physical Resource Block

PUCCH Physical Uplink Control Channel

PUSCH Physical Uplink Shared Channel

QcCl QoS Class Identifier

QoS Quality of Service

RAC Radio Access Control

RACH Random Access Channel

RAN Radio Access Network

RA-SR RACH Scheduling Request

RLC Radio Link Control

RRC Radio Resource Control

RRE Remote Radio Equipment

RTT Round Trip Time

S1 Interface between eNBs and network core

SCell Secondary Cell in carrier aggregation

SC-FDMA Single Carrier Frequency Division Multiple
Access

SDF Service Data Flow

S-GW Serving Gateway

SR Scheduling Requests

SRS Sounding Reference Signal

B Transport Block

TDD Time Division Duplexing

TFT Traffic Flow Template

TTI Transmission Time Interval

UE User Equipment

U-SCH Uplink Shared Channel

X2 Interface between eNBs
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